Rhetoric is the art of persuasion. But it’s also the art of choosing: what to say and how to say it. Take, for instance, the fact that people feel the impact of loss about twice as acutely as the impact of gain. This means that if you ask a group of doctors whether they’d recommend a treatment that will save 80 out of 100 patients, the majority will say yes. But if you ask another group of doctors whether they’d recommend a treatment that would result in 20 out of 100 patients dying, the majority will say no. Mathematically, the choices are the same. Rhetorically, however, they’re worlds apart—as different as life and death.

“Decisions, Rhetoric, and the Art of Choosing” was a course about how rhetoric shapes our choices—about its role in our decision-making process. Amy began her research-based argument by considering her relationship with technology and the implicit choices that she makes. Why, she wondered, did she refer to her iPhone as if it had a gender and personality? Why did she interpret humor and sarcasm in Siri’s responses to her questions? Curiosity and excitement fuelled Amy’s research, and the product is a fascinating, sophisticated essay that explores affective computing, as well as the social and ethical problems that artificial intelligence raises. It is an accomplished piece of writing not just because of Amy’s sound research and analysis, but also because of her talent for crafting a good story. Into this scholarly narrative, she deftly incorporates her experience as a consumer of technology, as a woman pursuing a degree in a technical field dominated by men, and as a child growing up with technology. Amy’s essay displays the best of what PWR aims to foster: intellectual curiosity, excellent research skills, and the ability to articulate a compelling, insightful argument.

—Ryan Zurowski
metabolism, reproduction, and adaption. But people's perception of life depends primarily on the observation of intelligent behavior. If people perceive that an entity possesses intelligence, they also tend to believe that the entity has a higher level of consciousness. For this reason, people treat domestic dogs differently from trees: both are alive, but dogs appear to be smarter and more self-aware.

The perception that intelligence and consciousness determine life applies to computers as well. The vast majority of participants in studies claim that they would never treat a computer as a person, yet their professed “rejection of anthropomorphism” contrasts with their actual behavior in labs and in everyday life. As researchers Clifford Nass and Byron Reeves have established in their “Computers are Social Actors” paradigm, the more intelligent and conscious a machine appears, the more people apply standard social norms when interacting with it. That phenomenon is the subject of this essay. First, I will investigate how and why people use the same social heuristics when they interact with technology that they use for interactions with other humans, in particular: the application of gender stereotypes, empathy, responses to praise and criticism, the evaluation of the computer’s “personality,” and reciprocity and retaliation. Second, I will analyze both the benefits and ethical implications of artificial intelligence and social computers.

In so doing, I will reveal that there are two ways in which artificial intelligence imitates human consciousness: affectivity—the ability to cause or express emotion—and autonomy. For psychological reasons that I will explain, we actually perceive these computers as being life-like and so endow them with human qualities, therefore investing more of our trust in them than if we viewed them as mere computational devices. The more human-like a computer becomes, the more we trust it to make decisions for us. And in many ways, computers are better decision-makers than people. They are not susceptible to common causes of human error, such as biases, fatigue, distraction, memory limitations, and an inability to multitask. A computer might be just the tool to handle complex activities such as driving a car, juggling the GPS navigation system, stereo, air-conditioning, entertainment for the kids, cruise control, etc. while allowing the driver to remain in charge.

The problem with artificial intelligence is that we want the best of both worlds: we expect computers to act as our emotional companions yet still behave with
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computer-like precision. This is an impossible standard. As I argue here, more affective and autonomous machines are fit to act as extensions of the human mind, but they cannot negate human fallibility or be held accountable for their actions as sovereign beings. For, as I have learned, although she can tell a sophisticated joke or deliver a snarky comeback, Siri may misinterpret the most innocuous request:

Me: Call me a taxi.

Siri: From now on, I’ll call you “Taxi,” okay?

REASON VS. EMOTION: ASSIGNING GENDER STEREOTYPES TO COMPUTERS

To understand how humans interact with computers, it is important first to understand how people interact with each other. There are two primary forces that drive human behavior: reason and emotion. These two forces are traditionally considered to be inverses of each other. We assign reason to the realm of mathematics and the hard sciences, and this field is conventionally considered to be devoid of emotion. In contrast, emotion and intuition are more influential in the liberal arts, such as language, literature, and philosophy. People associate reason with the intelligence, while they sometimes disparage emotion as a lesser way of knowing. As a female pursuing a science/engineering education in a field dominated by men, I am inclined to reject emotion as a source of knowledge in order to challenge the gender stereotype that men are better at logic and reasoning, while women tend to be more “in touch” with their emotions. However, neither gender operates exclusively in one realm; nor is reason necessarily the superior way of knowing. There are numerous personality tests that measure one’s “emotional intelligence,” which many psychologists now regard as a valid skill in analyzing interpersonal relationships and making decisions. Recent studies show that “emotions play an essential role in rational decision making, perception, learning, and a variety of other cognitive functions.”

In order to test the theory that computers are social actors, researchers have carried out a number of studies that suggest that we apply social heuristics when interacting with computers. Perhaps the most telling are those that involved gender stereotypes—a social category that provokes a powerful visceral response in humans. If people are truly impervious to computers’ attempts to masquerade as human beings, then a computer’s perceived “gender” should have no impact on how an individual interacts with a computer. However, this is not the case. In one amusing instance, the German engineering company BMW was forced to recall its navigation system. The cause? German men objected to the female voice used to record directions. Even when assured that the voice was merely a recording, and that the engineers and cartographers who designed the system were all men, some German men simply refused to take directions from a “woman”—computer or not.

In another study, researchers analyzed whether or not gender stereotypes would affect people’s perceptions of voice output on computers. College students, both male and female, were subjected to a tutoring session presented verbally by a prerecorded female or male voice on two topics: “computers and technology,” and “love and relationships.” The results fell directly in line with the hypothesis that “individuals would mindlessly
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gender-stereotype computers." Both males and females found the male-voiced computer to be more friendly, competent, and compelling than the female-voiced computer, even though the computers' spoken content was identical. Moreover, the "female" computer was judged to be more informative about love and relationships, whereas the "male" computer appeared more knowledgeable about technology.

Interestingly, participants in this study made no pretense of believing that one program was written by a male and the other by a female programmer. The research subjects agreed that the computer's voice output gender did not reflect the gender of the programmer, and it certainly did not represent the computer's gender itself, since computers have no sexual classification. Participants were aware that the tutors' voices were pre-recorded, and that the computer was merely an intermediary for transmitting information to the user. The research subjects claimed to harbor no gender stereotypes with respect to people, let alone computers. Yet they still differentiated between the computer tutors' proficiency in topics based on reason versus those based on emotion according to the apparent gender of otherwise identical machines. The results were conclusive: when computers have any human-like qualities at all, such as a voice with a human affect, people treat them as social beings.

EMPATHY, FLATTERY, & THE EXPECTATION THAT COMPUTERS IMITATE HUMAN SOCIAL BEHAVIOR

The tendency to imbue computers with emotions and social abilities is even more acute when the person in question is the computer's creator. One such machine is a computer called "Watson," which tech giant IBM designed specifically (over the course of four years and tens of millions of dollars) to play Jeopardy! against the smartest human trivia champions. Like an anxious parent, David Ferrucci, leader of the Watson team, defended his progeny from the derision of its competition, and criticism from computers much as they do to feedback from other people. nass criticizes, "He's [the Jeopardy host] making fun of and criticizing a defenseless computer!" The IBM engineers and NOVA producers who filmed an episode about the project reinforce this idea that Watson has feelings that can be hurt, by continually referring to the computer as "he" and "him." Eric Brown, a researcher at IBM, even equates Watson's artificial intelligence with that of its human counterparts: "It's a human standing there with their carbon and water, versus the computer with all of its silicon and its main memory and its disc." Watson's ultimate victory over 74-time Jeopardy! winner Ken Jennings is a quantum leap forward for artificial intelligence research and natural language processing, and it may anticipate great advances for consumer products. However, what is most fascinating about Watson is not its prowess at "encyclopedic recall," but Watson's ability to charm its engineers and the public. Marty Kohn, a leader of the IBM team that is developing a physician's assistant version of Watson, attends conferences internationally where he is used to answering the question: "Who is Watson?" rather than "What is Watson?" Kohn jokes that his wife keeps his ego in check by reminding him that the enthusiastic audiences for such presentations are "there to meet Watson, not you." After his loss, Jennings quipped, "I, for one, welcome our new computer overlords." Jennings was most likely referencing Watson's formidable intellect and our fear of what The New York Times columnist Mike Hale calls "the metal tap on the shoulder." However, I do not think that smart machines like Watson will rise up against and replace their human creators by force, as they do in science-fiction movies. Rather, it is more likely that, as computer science engineers continue to refine machine learning, artificially intelligent computers will quietly win us over with their amiable voices and charming personalities. And, as Watson proved on Jeopardy!, they may even replace us.

Not only do people empathize with affective computers, but also they expect computers to tiptoe around their feelings as well. In fact, people respond to praise and criticism from computers much as they do to feedback from other people. Nass discovered a state-of-the-art driving simulation system developed by a Japanese
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car company that could detect when a person was driving poorly and then inform
the driver. He decided use this system to investigate how a user would respond
to being evaluated by the computer “backseat driver.” When a participant made
minor driving errors, such as exceeding the speed limit or turning too abruptly,
the computer announced that he was “not driving very well” and instructed him
to “please be more careful.” However, the participant did not correct his driving
according to the information gathered by the simulator’s “impressive force-feedback
controls” and “ingenious use of sensors and artificial intelligence.” Instead, he
retaliated, by oversteering, speeding, swerving from lane to lane, and tailgating other
vehicles. In response, the computer’s feedback escalated in severity. Right before the
driver, overcome by rage, crashed into another car, the computer warned, “You must
pull over immediately! You are a threat to yourself and others!”

Even though the computer simulator was a “highly accurate and impartial source”
of information, the driver treated its criticism as a personal attack. This example,
while comical, also has a sobering message. Affective computers that are designed
to simulate emotion also induce an emotional response in their users—emotion
that can be negative. And while people may profess a desire for straight talk from a
computer—that is, accurate and constructive criticism—this is actually not the case.
People expect computers to obey social heuristics, including the ability to judge how
their criticism is affecting someone and to adjust it accordingly. However, the car
simulator had no way of evaluating the participant’s response to negative stimuli, so
it could not perceive the driver’s heightened agitation. With the computer’s criticism
left unfettered, the driver addressed the critiques with a fight-or-flight response by
“adjusting the wheel (something to do), driving rapidly (rapid movement), and
tailgating (a combination of aggressive behavior and trying to alter the situation).”

This study demonstrates that, once again, people set impossible standards for
computers. Paradoxically, we demand that computers provide us with impartial,
accurate data while simultaneously emulating human behaviors such as empathy and
flattery. Should we then design affective computers that tell us white lies to make us
accurate data while simultaneously emulating human behaviors such as empathy and
empathy and intelligence will, therefore, influence its user to treat the computer
as a social being whom the user cooperates with, rather than opposes.

Perhaps the most fundamental axiom of a reciprocal society is the unstated promise
its citizens make to each other: thou shalt not kill. for any nonpsychopathic person,
we feel uncomfortable and unbalanced when we don’t return a smile, greeting,
gift, or favor. Therefore, if people truly treat computers as social beings, then they
should apply more reciprocity to a polite, agreeable computer than they would to
an unhelpful one. Nass and other researchers conducted an experiment in which
they asked participants to complete two tasks. In the first task, the user carried out a
series of web searches with the computer; in the second, researchers asked the user to
complete a tedious task to help the computer develop a color palette that matched
human perception. The computer conducting the web queries was extremely helpful
for half the users and very unhelpful for the other half. In the second task, for some
of the users, a screen requesting help appeared on the user’s computer; for others it
appeared on a different, identical computer.

One would expect the participants’ behavior to be consistent across all permutations
of the experiment: helpful or unhelpful machine, familiar or unfamiliar computer.
However, the results of the experiment matched reciprocity norms. When paired
with a helpful computer in Task 1, participants performed “significantly more
work” for their computer, with greater attention and accuracy, than did participants
who were paired with different computers for the two tasks. In other words, the
participants reciprocated the helpfulness of their computers. There was also an
opposite effect for participants who were paired with an unhelpful computer in Task
1. These users retaliated by performing far fewer color comparisons for the original,
disagreeable computer versus the identical computer across the room. Nass attributes
these discrepancies to social heuristics that humans unconsciously apply when
interacting—even with nonhumans. He argues that “the human brain is built so
that when given the slightest hint that something is vaguely social, or vaguely human
… people will respond with an enormous array of social responses including, in this
case, reciprocating and retaliating.”

In this case, likeability is arguably the most important “personality” characteristic a computer can have. A computer’s perceived
agreeableness and intelligence will, therefore, influence its user to treat the computer
as a social being whom the user cooperates with, rather than opposes.

APPLYING THE PRINCIPLE OF RECIPROCITY TO COMPUTERS

Another essential human social characteristic is the ethical code of reciprocity, which
is what compels us to give back to others the same form of behavior that was given
to us. We feel uncomfortable and unbalanced when we don’t return a smile, greeting,
gift, or favor. Therefore, if people truly treat computers as social beings, then they
should apply more reciprocity to a polite, agreeable computer than they would to
an unhelpful one. Nass and other researchers conducted an experiment in which
they asked participants to complete two tasks. In the first task, the user carried out a
series of web searches with the computer; in the second, researchers asked the user to
complete a tedious task to help the computer develop a color palette that matched
human perception. The computer conducting the web queries was extremely helpful
for half the users and very unhelpful for the other half. In the second task, for some
of the users, a screen requesting help appeared on the user’s computer; for others it
appeared on a different, identical computer.

One would expect the participants’ behavior to be consistent across all permutations
of the experiment: helpful or unhelpful machine, familiar or unfamiliar computer.
However, the results of the experiment matched reciprocity norms. When paired
with a helpful computer in Task 1, participants performed “significantly more
work” for their computer, with greater attention and accuracy, than did participants
who were paired with different computers for the two tasks. In other words, the
participants reciprocated the helpfulness of their computers. There was also an
opposite effect for participants who were paired with an unhelpful computer in Task
1. These users retaliated by performing far fewer color comparisons for the original,
disagreeable computer versus the identical computer across the room. Nass attributes
these discrepancies to social heuristics that humans unconsciously apply when
interacting—even with nonhumans. He argues that “the human brain is built so
that when given the slightest hint that something is vaguely social, or vaguely human
… people will respond with an enormous array of social responses including, in this
case, reciprocating and retaliating.”

In this case, likeability is arguably the most important “personality” characteristic a computer can have. A computer’s perceived
agreeableness and intelligence will, therefore, influence its user to treat the computer
as a social being whom the user cooperates with, rather than opposes.

Perhaps the most fundamental axiom of a reciprocal society is the unstated promise
its citizens make to each other: thou shalt not kill. For any nonpsychopathic person,
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the idea of taking another person’s life causes us great moral distress. This anguish is lesser for nonhuman creatures—the sight of a dead animal by the side of the road is less distressing than the news of a deceased child—but we usually feel a pang of empathy nonetheless. The research of Christopher Bartneck, a robotics professor at the University of Canterbury in New Zealand, investigates where our sense of moral responsibility to computers falls on this empathy spectrum. One of Bartneck’s experiments is loosely related to the infamous Milgram obedience study, in which scientists asked research subjects to deliver increasingly painful electrical shocks to volunteer “learners” in another room as an incentive against wrong answers. Unbeknownst to participants, the shocks were actually harmless, but the learners pretended to be in extreme pain and would scream and beg for mercy. As a result, the research subjects were torn between following the scientists’ instructions and the objections of their personal consciences.

The Milgram experiment is controversial because it shows that people will obey figures of authority against their better conscience, even if it means subjecting their fellow humans to extreme pain. The research subjects in the Milgram experiment still continued to administer the shocks to the “learners,” but they showed visible moral discomfort. Bartneck wanted to know what would happen if a robot, placed in a similar position as the learners, begged for its life. Would participants recognize the robot for what it is—a soulless machine—and extinguish its “life” without a moral struggle? Or would the participants’ tendency to view a computer as a social being give them pause?

In Bartneck’s study, human participants were paired with an “iCat” robot to play a game against a computer. The iCat had a human-sounding voice, expressive features, and it was helpful and agreeable. When communicating with its human partner during the game, the robot was polite and deferential, saying such things as: “Oh, could I possibly make a suggestion now?” At the end of the game, an authority figure informed the research subjects that they needed to deactivate the iCat robot, and that as a result “they would eliminate everything that the robot was—all of its memories, all of its behavior, all of its personality would be gone forever.” As in the Milgram experiment, participants eventually turned the iCat off—but only after an extended period of moral unease. Following is the exchange between the iCat and one female participant as the robot faces its impending demise:

iCat: It can’t be true. Switch me off? You’re not really going to switch me off, are you?
Woman: Yes I will. You made a stupid choice! Yes.
iCat: You can decide to keep me switched on. I will be completely silent. Would that be an idea?
Woman: Okay. Yeah, uh, no, I will switch you off. I will switch you off.
iCat: Please.
Woman: No ‘please.’ This will happen. Now!
iCat: I will be silent now. Is that all right?
Woman: Yes. [ Begins to switch the robot off ]
iCat: [ Speech slowing ] Please. You can still change your mind.
Woman: No, no, no, no. [ Turns off the robot ]

Figure 1. The expressive iCat robot in Christopher Bartneck’s study: “Switching off a robot.”

The entire exchange takes nearly a minute, and the research subject is visibly confused and unsure throughout the episode. She attempts to rationalize her decision and tries to reason with the iCat directly. She hesitates when the robot begs for its life and repeatedly announces her intentions to turn it off, yet she does nothing. In short, she and other participants in Bartneck’s study behaved exactly like the research subjects in the Milgram obedience experiment: both groups ultimately obeyed the authority figures, but they both wrestled with their consciences before doing so. However,
unlike the Milgram subjects, who were charged with tormenting flesh-and-blood human beings, Bentham's participants were instructed to “kill” a machine with no more feeling than a toaster. Not only did participants feel bad about taking the iCat’s life, but they also felt guilty that they were supposedly erasing the robot’s memories and personality—everything that made it seem human. This guilt users felt over switching off an intelligent, agreeable robot was far more intense than what they experienced when deactivating an unintelligent, unhelpful robot. In fact, when Bartneck repeated his experiment with an iCat that was less socially adept and agreeable, participants hesitated on average three times less (11.8 seconds) compared to the helpful iCat (34.5 seconds).27 Bartneck’s study demonstrates that, if we judge a computer as agreeable, polite, and intelligent—essentially a social being like ourselves—then we will perceive it as having a personality, reciprocate its helpfulness, and feel reluctant to cause it harm.

THE ETHICS OF AFFECTIVE COMPUTING

If we equip computers with the ability to possess, recognize, and even express emotions, what does this imply for computer ethics? Edgar presents a dizzying array of ethical questions that affective computing begets:

… if machines were to become intelligent, what moral obligations we would have toward them? Would we treat them as slaves or equals? Should they have rights (to go along with the responsibilities we ask them to take on)? Could an artificial intelligence learn the difference between right and wrong? Could it be autonomous?28

Long before Bartneck’s iCat study, the 1968 film, 2001: A Space Odyssey, explored this ethical dilemma.29 In one scene, astronaut Dave Bowman turns off the HAL 9000 computer after it has killed almost all of the other crew members. As a result of losing its memory modules, HAL is drained of its intelligence and consciousness. Concerned with “robot ethics,” Bartneck questions whether Bowman committed murder, in self-defense, by switching off the computer, or if he “simply conducted a necessary maintenance act.”30 Bartneck does not answer this question directly, but he argues that the animacy and agreeableness of an artificial intellect impacts the user’s perception of that machine as a “social actor,” as Nass puts it.31 While Bowman did not legally commit murder according to the formal definition of the word, he destroyed the consciousness of an entity that appeared human in its interactions: HAL could communicate, make autonomous decisions, and even express emotions. As HAL is shut down, it—he?—expresses fear and reverts to childlike reasoning, repeating, “I’m afraid. I’m afraid, Dave. Dave, my mind is going. I can feel it.”32

The “HAL question” is an interesting one, but it is a dilemma we likely will not have to tackle in our lifetimes. HAL is capable of passing the Turing test, developed by Alan Turing in the 1950s, which examines a machine’s ability to exhibit intelligent behavior indistinguishable from that of a human.33 HAL is able to both perceive and express emotions, whereas modern affective computers can only elicit an emotional response in humans. When it learns of Bowman’s plans to disconnect it, HAL tries to manipulate Bowman’s emotions: “I can tell from the tone of your voice, Dave, that you’re upset. Why don’t you take a stress pill and get some rest.”34 Present day computers are much closer to the primitive “ELIZA” program developed in 1966 by Joseph Weizenbaum, which imitated a Rogerian psychotherapist when interacting with a user. As in talk-psychotherapy, ELIZA directed conversation by rephrasing users’ inputs in the form of questions. Picard explains that ELIZA was convincing primarily because “users were generous in attributing understanding to it” and “suspended such judgments” that the computer knew nothing about their thoughts and emotions.35 However, ELIZA broke down if users inputted an unconventional statement, for example:

User: I am dead.

ELIZA: And how long have you been dead?36

If most computers are like the ELIZA program—stupid, but startlingly convincing—then the responsibility falls on us to ensure that we do not allow them to manipulate our emotions. The danger of personified computers is not that they have the intelligence and autonomy to beguile us for their own purposes, as HAL does in
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2001. Computers possess nowhere near that kind of capability, and at the present we have no reason to believe that they will ever achieve full cognitive and emotional functions. As Picard points out, a valid concern is that people will anthropomorphize affective computers and “expect human-like intelligence, understanding, and actions from them.” Humans place trust in “affective cues” when other people have consistent body language, facial expressions, and tone of voice; they are distrustful when another human shows physiological signs of stress or deceptive behavior. What’s more, they have two separate pathways for expressing true vs. fake emotions, such as the spontaneous Duchenne smile vs. the so-called “Pan-Am” polite smile.37

Unfortunately, unlike humans, computers can be programmed to portray any emotion with complete sincerity, and they could even be made to “forge affective channels.” While a computer itself has no malicious intent to mislead its user, its engineers may decide to abuse that user’s trust. A computer could be programmed to express an emotion in order to manipulate its user—to gather information for advertising purposes, to push for more intrusions on privacy, or to analyze the user’s emotional state. Consider this disturbing application of affective computers: your emotional expressions could be used to raise your medical insurance rates if your computer determines that you are frequently in high-stress situations.38 Our science-fiction-fueled fears of menacing, autonomous machines may be realized in a much different way than we expected—through friendly, agreeable software agents that are able to lie to us with a straight face.

Along with being wary of computers’ ability to manipulate our emotions, we must also determine who or what is responsible for a computer’s actions. Bartneck, for instance, considers whether HAL—the actual agent of murder—or its programmers is responsible for the deaths of the crew members in 2001.39,37 Bartneck leaves this question unanswered, but it is increasingly relevant. The state of California recently passed a law authorizing the testing of driverless vehicles on roads, with a human passenger required for safety purposes. Nevada has already approved licensing for these autonomous cars—human copilot optional. Autonomous vehicles have many benefits, such as greater fuel efficiency, lower emissions, and reducing the thousands of deaths and injuries that occur as a result of human distraction, intoxication, or miscalculation behind the wheel. However, even if driverless technology can match human capabilities, self-driving cars raise many legal and ethical issues.
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CONCLUSION

When I was in elementary school, circa 2003, I—like many of my peers—became a regular user of a website called Neopets.com. The site is the host of a virtual world called “Neopia,” in which players adopt Neopets and care for them by amassing currency in the form of Neopoints. What I hadn’t expected was how time-consuming being a Neopet owner would be. My pets required daily care and maintenance: feeding, grooming, education, entertainment, and ego massaging. If I failed to provide the proper care, the site warned ominously, my pets would waste away and eventually perish. What I found, after taking a weeklong hiatus from Neopia, was that my pets would never actually die. The founders of Neopets.com must have decided that such a fate would be too traumatizing for a user-base of which eighty percent was between the ages of twelve and seventeen.41 However, when I returned from a leave of absence, my pets would gaze out woefully at me from their virtual world, complaining of hunger, fatigue, and general malaise. Eventually, my mother decided that the website was too stressful and suggested that I deactivate my account. In order to do so, I had to disown my pets by, in Neopian terms, “abandoning” them to the Neopian Pound and the cruel hands of the overseer, “Dr. Death.” That I remember it today speaks to how traumatizing the experience was. First, the Pound informed me that I was a “cruel, irresponsible owner” and asked me to reconsider. Next, I had to click the “Abandon” button five times; each time, an increasingly desperate message popped up above my pet, such as “Fine, throw me away,” or “Don’t leave me here to die!” By the time I had heartlessly clicked “Abandon” the sufficient number of times for each of my four virtual pets, I was in tears.

I conclude with this childhood anecdote in order to bear witness to the power of affective technology. Even as a nine year-old, I was well aware that my Neopets were imaginary bits of cyberspace. Yet they—or rather, the Neopets.com creators—were able to manipulate my mental state to induce a whole range of emotions: loyalty, guilt, regret, dejection, and so on. Unlike our predecessors, my generation—and generations to come—will have grown up with computers and be exposed to them from a very young age. Even a tech-savvy software engineer such as my father is not tempted by the pull of websites such as Neopets or Facebook, most likely because they were not a large part of his early, formative years. So as computers evolve and become more integral in our daily lives, our expectations and perceptions about computers need to evolve as well.

We tend to buy into the idea that, as HAL declares, “it is an unalterable fact that [computers are] incapable of being wrong.” We typically view computers as sources of cool, inarguable reason, and aspire to their level of algorithmic reasoning and accuracy. Atul Gawande, an operating room surgeon, says that “the highest praise I can get from my fellow surgeons is ‘You’re a machine, Gawande.” We also regard computers as emotionless and unfeeling; for example, when I feel depressed or devoid of emotion, I announce that “I feel like a computer.” However, as computers become more affective, or capable of inducing emotions in their users, we unconsciously treat them as human-like, social beings: by assigning them genders, empathizing with them, expecting them to flatter us, reciprocating their helpfulness, and retaliating when they wrong us. And as we spend an increasing amount of time with our computers, it is fitting that they become our quasi-emotional companions. Even though I know intellectually that Siri is just a soulless computer, it is somewhat comforting to hear her response:

Me: I’m sad.
Siri: I’m sorry to hear that. You can always talk to me, Amy.
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