LONG AGO MAN KIND GREW WEARY OF EXISTING AT THE WHIM OF THE ELEMENTS. AMONG THE MOST NAGGING OF NATURE'S CREATIONS WAS WATER. IT DROPPED FROM THE SKY AT UNPREDICTABLE MOMENTS, SHOWED THE PLANET'S INHABITANTS INDICERMINATELY, AND SOMETIMES TURNED INTO FRIGID BLIZZARDS.

WHILE NOTHING MUCH COULD BE DONE ABOUT RAIN, LAKES AND RIVERS WERE A DIFFERENT STORY. THROUGH AN INNOVATIVE ENGINEERING TRIUMPH, THE DAM WAS BORN—AND WITH IT ONE OF THE MOST BASIC FORMS OF CONGESTION CONTROL ON EARTH.

A DIFFERENT FORM OF CONGESTION CONTROL IS EQUALLY CRUCIAL TO THE ATM-BASED NETWORK'S SUCCESS. WITHOUT IT, TRAFFIC FROM USER NODES MAY EXCEED NETWORK CAPACITY, CAUSING THE ATM SWITCHES' MEMORY BUFFERS TO OVERFLOW. THIS, IN TURN, LEADS TO DATA LOSSES.

ATM NETWORKS PRESENT CONGESTION CONTROL DIFFICULTIES NOT FOUND IN OTHER TYPES OF NETWORKS, INCLUDING FRAME RELAY SYSTEMS. ATM'S HIGH DATA RATES AND SWITCHING SPEEDS MEAN THAT HEFTY CHUNKS OF INFORMATION CAN EASILY BE LOST. AND FOR DATA TRAFFIC, THE LOSS OF EVEN ONE CELL COULD REQUIRE RETRANSMISSION OF THOUSANDS. THIS PROBLEM IS COMPOUNDED BY THE LIMITED NUMBER OF OVERHEAD BITS AVAILABLE FOR EXERTING CONTROL OVER THE FLOW OF USER CELLS.


THE SHEER QUANTITY OF CONGESTION CONTROL TECHNIQUES, SOME OF WHICH CAN BE USED ALONE OR IN COMBINATION WITH OTHERS, MAKES THIS FUNCTION THE MOST PERPLEXING ASPECT OF ATM TECHNOLOGY. IN THIS ARTICLE, WE'LL EXAMINE THE CONGESTION CONTROL PROBLEM AND TECHNIQUES USED TO SOLVE IT.

TIMING IS EVERYTHING
ITU-TSS AND THE ATM FORUM HAVE DEFINED A SET OF TRAFFIC AND CONGESTION CONTROL FUNCTIONS THAT OPERATE ACROSS A SPECTRUM OF TIMING INTERVALS.

FOUR TIMING LEVELS ARE ADDRESSED:

- **CELL INSERTION TIME**—FUNCTIONS AT THIS LEVEL REACT IMMEDIATELY TO CELLS AS THEY ARE TRANSMITTED.
- **ROUND-TRIP PROPAGATION TIME**—AT THIS LEVEL, THE NETWORK RESPONDS WITHIN THE LIFETIME OF A CELL IN THE NETWORK AND MAY PROVIDE FEEDBACK INDICATIONS TO THE SOURCE.
- **CONNECTION DURATION**—AT THIS LEVEL, THE NETWORK DETERMINES WHETHER A NEW CONNECTION AT A GIVEN QUALITY OF SERVICE (QOS) CAN BE ACCOMMODATED AND WHAT PERFORMANCE LEVELS WILL BE NEGOTIATED.
- **LONG TERM**—THOSE ARE CONTROLS THAT AFFECT MORE THAN ONE ATM CONNECTION AND ARE ESTABLISHED FOR LONG-TERM USE.

THE ESSENCE OF TRAFFIC CONTROL INVOLVES DETERMINATION OF WHETHER A GIVEN, NEW ATM CONNECTION CAN BE ACCOMMODATED AND NEGOTIATION WITH THE SUBSCRIBER CONCERNING THE PERFORMANCE PARAMETERS THAT WILL BE SUP-
ported. In effect, the subscriber and the network enter into a traffic contract. The network agrees to support traffic at a certain level on this connection, and the subscriber agrees not to exceed this level.

Traffic control functions are intended to establish and enforce these traffic parameters, a task that includes congestion avoidance. If traffic control fails, congestion control functions are invoked to rectify the situation.

STAYING AFOAT
ATM traffic control refers to the actions the network performs to avoid congestion conditions or to minimize congestion effects. These functions include network resource management, connection admission control, usage parameter control, priority control, and traffic shaping.

In network resource management, resources are allocated so that traffic flows are separated according to service characteristics. So far, the use of virtual paths is the only specific traffic control function based on network resource management to be addressed.

A virtual path connection (VPC) provides a convenient means of grouping similar virtual channel connections (VCC). A VCC is similar to an X.25 virtual circuit; it provides a logical connection between two end users or between an end user and a network service. The network provides aggregate capacity and performance characteristics on the virtual path that the virtual connections share.

Each VCC has an associated set of QOS parameters. The parameters that are of primary concern in network resource management are cell loss ratio, cell transfer delay, and cell delay variation—all of which are affected by the amount of resources the network devotes to the VPC.

For a VCC extending through multiple virtual path connections, performance depends on that of the consecutive VPCs and on the handling of the connection by any node that performs VCC-related functions. This node may be a switch, a concentrator, or another piece of network equipment.

Each VPC’s performance depends on the capacity of that connection and the traffic characteristics of the VCCs contained within it. The performance of each VCC-related function depends on the node’s switching and processing speed and on the priority in which cells are handled.

VCCs vary in performance, and there are many ways to group these connections. If all virtual channel connections in a VPC are handled the same way, they should deliver similar performance in terms of cell loss ratio, cell transfer delay, and cell delay variation. When different VCCs in the same virtual path connection require different QOSs, the VPC performance objective that the network and subscriber negotiate should be set according to the most demanding VCC required.

EBB AND FLOW
Connection admission control is the network’s first line of defense against excessively heavy loads. When a user requests a new VPC or VCC, he or she must specify (implicitly or explicitly) the traffic characteristics—in both directions—for that connection. The network accepts the connection only if it can commit the resources necessary to support traffic level while maintaining the specified QOS of existing connections. By accepting the connection, the network forms a “traffic contract” with the user and provides the specified QOS as long as the user complies with the contract.

The traffic contract addresses peak cell rate (PCR), cell delay variation (CDV), sustainable cell rate (SCR), and burst tolerance. Let’s examine each of these in detail.

Peak cell rate is the maximum rate at which cells are generated by the source on the connection. To accurately determine this rate, we must take cell delay variation into account. Although a source may generate cells at a constant peak rate, cell delay variations affect timing, causing cells to “clump up” and gaps to form. Thus, the source may temporarily exceed the peak cell rate.

To properly allocate resources to this connection, the network must know the peak cell rate and the CDV.

The user must specify the PCR and CDV for every connection. As an option for variable-bit-rate sources, the user can also specify a sustainable cell rate and burst tolerance.

These parameters are analogous to PCR and CDV (respectively) but apply to an average rate of cell generation rather than a peak rate.

The user can describe future cell flow in more detail using the SCR and burst tolerance as well as the PCR and CDV. This may allow the network to more efficiently utilize its resources. For example, when a number of VCCs are statistically multiplexed over a virtual path connection, knowledge of average and peak cell rates lets the network allocate buffers large enough to handle the traffic efficiently without cell loss.

The traffic parameters for any given connection (VPC or VCC) can be specified in several ways. First, the network operator can implicitly define them using default rules. In this case, all connections are assigned the same values: if the connections are divided into classes, all members of a given class are assigned the same value.

The network operator can also associate parameter values with a given subscriber and assign them at subscription time.

Finally, parameter values tailored to a specific connection can be assigned at connection time. In a permanent virtual connection, the network assigns these values when the connection is set up. For a switched virtual connection, the user and the network negotiate the parameters via signaling protocol.

Another aspect of QOS that may be requested or assigned for a connection is cell loss priority. A user may request two priority levels for an ATM connection, indicating the priority of an individual cell through the cell loss priority (CLP) bit in the cell header.

When two priority levels are used, the traffic parameters for both cell flows must be specified. This is typically done by specifying one set of traffic parameters for high-priority traffic (CLP=0) and one set for all traffic (CLP=1). This scheme can result in more efficient allocation of network resources.

COAST GUARD
Once the connection-admission control function accepts a connection, the network’s usage parameter control (UPC) function monitors it to determine whether traffic is con-
the arrival of the first cell on a connection at time $t_{1}(1)$. The algorithm updates a theoretical arrival time (TAT), which is the target time for the next cell arrival. If the cell arrives later than the TAT, it’s compliant, and the TAT is updated to the arrival time plus $t$. If the cell arrives earlier than the TAT but within $n$ time units of TAT, then it’s still considered compliant, and TAT is incremented by $T$. In the latter case, the cell may arrive early because it does so within the CDV tolerance.

Finally, if the cell arrives too early (before TAT-$t$), then it is outside the CDV tolerance bounds and is declared noncompliant. In this case, the TAT remains unchanged.

An example of this algorithm is shown in Figure 2. (The errors in the original ATM Forum specification have been corrected for this figure.) The time to insert a single 53-octet cell is $d$, and $T=4.5d$. Thus, the peak cell rate is equal to the data rate at the user-network interface divided by 4.5.

Let’s look at another example. If the data rate is 150Mbps, the peak cell rate is $150/4.5=26.67$Mbps. Part 1 of the figure allows the minimum CDV tolerance $t=d/2$. This is just enough to accommodate the fact that because data is transmitted in cells, each arrival time will be an integer multiple of $d$, whereas the increment value is on a 0.5 mark. This tight tolerance means the cell arrival time can never drift very far from the TAT. As the CDV tolerance $t$ increases, cell arrivals can drift further and further from the TAT. More important, however, the potential for cell clumping also increases. The highest volume of clumping occurs when a source can transmit multiple cells back to back (at the full link rate), which is possible when $t$ exceeds $T-d$. Parts 3 and 4 of Figure 2 illustrate back-to-back cell clumping.

Another look at Figure 1 shows that it’s impossible to build up “credit.” If a cell arrives late, meaning there’s been an idle period on the connection, the next value of TAT is set relative to the current arrival rather than the current TAT value. If TAT were simply incremented by $T$ after each cell arrival, then long idle periods would let sources send long strings of cells at the full link rate. This would create a surge not accommodated in network resource allocation.

The network uses the GCRA (or a similar one) to ensure compliance with the negotiated traffic contract. In the simplest strategy, compliant cells are passed and noncompliant ones are discarded at UPC.

At the network’s option, cell tagging may also be used for noncompliant cells. In this case, a noncompliant cell tagged CLP=0 may be tagged CLP=1 and passed. This cell would then be subject to being discarded further down the network.

If the user has negotiated two lev-
levels of cell loss priority for the network, the situation is more complex. In this case, the following rules apply:

- A cell labeled CLP=0 that conforms to the traffic contract for CLP=0 passes.
- A cell labeled CLP=0 that is non-compliant for CLP=0 traffic but compliant for CLP=0 or 1 traffic is tagged and passed.
- A cell labeled CLP=0 that is non-compliant for CLP=0 traffic and non-compliant for CLP=0 or 1 traffic is discarded.
- A cell labeled CLP=1 that is compliant for CLP=1 traffic is passed.
- A cell labeled CLP=1 that is non-compliant for CLP=0 or 1 traffic is discarded.

The UPC function first tests the CLP=0 flow for compliance and then the combined CLP=0 or 1 flow. If the tagging option is used, a non-compliant CLP=0 cell is tagged but is still considered part of the CLP=0 or 1 flow and subjected to the second test.

**NAVING THE BUOYS**

Priority control comes into play when the network, at some point beyond the UPC function, discards CLP=1 cells. The objective is to discard lower-priority cells to conserve performance for higher-priority ones. The network has no way to discriminate between cells that the source has labeled lower priority and those the UPC function tagged.

In traffic policing, data flow is regulated so that cells, frames, or packets that exceed a certain performance level are discarded or tagged. The GCRA represents one form of traffic policing.

It may be desirable to supplement a traffic policy with a traffic shaping policy. The latter, which is used to smooth out traffic flow and reduce cell clumping, can result in more equitable allocation of resources and shorter average delay times.

A simple approach to traffic shaping is to use a form of the leaky bucket algorithm known as token bucket (Figure 3). In this scheme, a token generator produces tokens at a rate of X per second and places them in the token bucket, which has a maximum capacity of K tokens. Arriving cells are placed in a buffer with a maximum capacity of K cells.

Before a cell can be transmitted through the server, one token must be removed from it. If the token bucket is empty, the cell is queued waiting for the next token. Thus, if there's a backlog of cells and an empty bucket, then cells are emitted at the rate of X per second, with no delay variation until the backlog is cleared. In this manner, the token bucket smoothes out bursts of cells.

**AN OUNCE OF PREVENTION**

ATM congestion control refers to the set of actions the network takes to minimize the intensity, spread, and duration of congestion. These actions are triggered by congestion in one or more network elements. The two primary mechanisms are selective cell discarding and explicit forward congestion indication.

Selective cell discarding is similar to priority control. In the priority control function CLP=1, excess cells are discarded to avoid congestion. In this context, excess cells are limited so that their performance objectives for the CLP=0 and CLP=1 flows are still met.

Once congestion occurs, the network is no longer bound to meet all performance objectives. To recover from this situation, it is free to discard any CLP=1 cell and may even discard CLP=0 cells on ATM connections that aren't complying with their traffic contract.

Explicit forward congestion notification for ATM networks operates in basically the same manner as it does in frame relay networks. Any ATM network node experiencing congestion may set an explicit forward congestion indication in the header of cells on connections passing through the node. This tells the user that congestion avoidance procedures should be initiated for traffic flowing in the same direction as the received cell. The user can then invoke actions in higher-layer protocols to adaptively reduce the connection's cell rate.

The mechanisms described thus far have focused on control schemes for delay-sensitive traffic such as voice and video. But these techniques aren't suited for handling data traffic.

Data traffic is the subject of ongoing research and standardization efforts. Because most of this traffic is much burstier than voice or video traffic, a constant or near-constant delivery rate isn't required. The user's concern is throughput; from a network standpoint, the issue is the possibility that simultaneous bursts of traffic from numerous users could overwhelm switches, causing cells to be dropped.

Until recently, there were three proposals for variable bit-rate congestion control on the table at the ATM Forum. In October 1994, the forum adopted rate-based congestion control, where the network monitors cell flow rate on individual virtual paths and virtual connections, and is responsible for informing source stations of the maximum cell rate that can be tolerated on each path at any given time.

**RIDE THE WAVE**

Networks need congestion control to protect their switches and buffers from overloads. This ultimately benefits subscribers, who are vulnerable to cell loss in the absence of effective congestion control measures.

With the demand for ATM-based products and services, users are faced with a mixed bag. Some products have no congestion control measures in place, while others use proprietary schemes.

With congestion control specifications solidifying, you should become familiar with the features of ATM services and switches. Expect—and demand—to see manufacturers in this arena move toward standardized solutions.

---

**FIGURE 3:** This traffic shaping mechanism, the token bucket algorithm, smooths out bursts of cells.
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