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1. INTRODUCTION

1.1. Protein Dynamics on the Pico- to Nanosecond Time Scale. Conformational dynamics is a prerequisite for proteins to be able to fold and exert their physiological functions. Understanding the physicochemical mechanisms underlying folding and function of a protein therefore requires knowledge of both structure and dynamics in atomic detail. Protein conformational dynamics is observed on a wide range of time scales. By their structural origin and typical time scales, these dynamical processes can roughly be divided into three groups: (1) local backbone and side-chain motions, (2) conformational flexibility of secondary, tertiary, and supertertiary structural units, and (3) global rotational diffusion, depending on the total size and shape of the assembly (Figure 1A,B). On the most fundamental level, polypeptide chains in aqueous solution at ambient temperature are highly mobile on the pico- to nanosecond time scale unless these motions are restricted by stable tertiary interactions. In globular proteins with a stable tertiary fold the residual internal dynamics on the picosecond to nanosecond time scale such as side-chain rotations, hydrogen bond formation, and backbone motions in loops and at the termini can be separated conceptually from the overall rotational diffusion of the protein.
molecule, which is governed by the hydrodynamic properties of the protein. If the protein is approximately spherical in shape, the rotational diffusion is isotropic and described by the global rotational correlation time \( \rho_{\text{global}} \). It is typically of the order of several nanoseconds for moderately sized proteins and approximately proportional to the viscosity of the solvent and the molecular weight of the solute according to the Stokes–Einstein law. By contrast, processes such as protein folding or other large-scale protein motions that involve significant rearrangements of larger secondary structure elements, subdomains or even entire domains relative to each other are often limited by the rate of intrachain dynamics of the residues in the active site lead to active site shell, of the oligomerization state of the protein, and of the protein in proximity to the label, and rotations of molecular environments. For a variety of reasons a detailed knowledge of the picosecond to nanosecond dynamics of a protein is a key element in understanding its structural biology. First, identification of well-ordered and disordered regions of the polypeptide chain is an important step in the high-resolution structure determination by X-ray crystallography and/or NMR spectroscopy because the degree of disorder has serious implications for the interpretation of the experimental data (e.g., lack of crystal formation, electron density map, nuclear Overhauser effect (NOE) restraints) as well as of the resulting structural model (e.g., crystal packing artifacts, precision and accuracy, plasticity). Second, picosecond to nanosecond dynamics is a major contribution to the conformational entropy of a protein, and hence to the thermodynamics of biochemical processes such as protein folding, ligand binding, allosteric regulation, enzyme catalysis, etc. Moreover, the hydrodynamic properties governing the rotational diffusion are a sensitive probe of the overall shape and size of the solvation shell, of the oligomerization state of the protein, and of environmental effects such as subcellular localization. Most importantly, conformational dynamics on the picosecond to nanosecond time scale is often required for function. For instance, it has been shown that ligand binding is governed not only by chemical properties of the binding site but also by its dynamics augmenting binding specificity. In enzymes the dynamics of the residues in the active site lead to active site substrates, of which usually one is catalytically competent and all others are not, directly affecting the catalytic activity. Protein dynamics is also crucial for posttranslational modifications as has been demonstrated for the phosphorylation of the cystic fibrosis transmembrane conductance regulator (CFTR) region.

CFTR is an intrinsically disordered protein interacting with different partners for regulatory processes, which is facilitated by fast, phosphorylation-dependent dynamics for rapid exchange between different protein states. For the autophagy-related protein GATE-16 it was revealed that its C-terminus is highly flexible, which can lead to a state where the C-terminus is solvent-exposed facilitating lipidation, which in turn is important for autophagy. Another example for the necessity of fast protein dynamics is given by the process of proteolysis, where proteases catalyze the hydrolysis of peptide bonds within different protein substrates. While this cleavage takes place at a specific site within the substrate, the substrates do not usually share any recognizable consensus motif. However, there is indication that the conformational dynamics of the substrate might contribute to substrate recognition and thus to cleavage specificity.

1.2. Conformational Dynamics Sensed by Depolarization. The temporal behavior of these local motions is sensed by molecular probes such as nuclear spins in NMR spectroscopy, transition dipoles of chromophores in fluorescence spectroscopy, or the orientation of bonds as monitored in molecular dynamics (MD) simulations (Figure 1C). The loss of orientation of these probes can be monitored by the depolarization of spins and transition dipoles and is quantified by order parameters and depolarization times. In fluorescence spectroscopy, the rotational motion of the chromophore is superimposed upon that of the entire protein it is attached to. Different types of internal rotations of the label are possible and include rotation of the chromophore about the bond linking it to the protein, rotational wobble resulting from local motions of the protein in proximity to the label, and rotations of molecular domains within the label if it contains rotatable bonds. In practice, a superposition of these rotations and overall protein rotation is usually present, causing the reorientation of the transition dipole moments of the chromophore, which is directly reflected in a multiexponential decay of the fluorescence anisotropy.

In NMR spectroscopy, the reorientation of two dipolar coupled spins is caused by internal motions and overall rotational diffusion that result in stochastic fluctuations of the local magnetic field (Figure 1C). This leads to relaxation of the
spins to thermal equilibrium parallel (longitudinal relaxation) and perpendicular (transverse relaxation) to the direction of the externally applied magnetic field. The relaxation rates are described by $R_L$ and $R_T$ for longitudinal and transverse relaxation, respectively. These relaxation rates are different for each spin and indicate the internal motion on the picosecond to nanosecond time scale. The relaxation rates are determined by a series of NMR experiments at different strengths of the external magnetic field and for distinct time intervals as the peak intensity depends exponentially on the time interval and $R_T$. First, $R_L$ and $R_{\mu L}$, which is the longitudinal relaxation in a rotating frame, are determined. Thereafter, the transverse relaxation rate $R_T$ can be obtained. Additional information on the dynamics of the N–H bond vector is retrieved by $\{^1H\}-^{15}N$ heteronuclear NOE experiments. Flexible regions in the protein structure are reflected in bond vector dynamics, which leads to low NOE values compared to the case of rigid residues.

While NMR and fluorescence spectroscopy are the most widely used methods to characterize protein dynamics experimentally, MD simulations are the only method capturing protein dynamics directly at atomic resolution$^{22}$ and can thus be considered as a “computational microscope”. Nowadays, MD simulations can reach microseconds and even milliseconds$^{23}$ and the resulting trajectories can be viewed like videos of atomic and molecular motion. More importantly, statistical properties of the conformational ensemble, such as quantities characterizing the structure of the protein, time-dependent averages of spectroscopically observable quantities, or probabilities for the transitions between certain conformations can be calculated from the trajectories. For many experimental methods including fluorescence and NMR spectroscopy, the underlying theories permit the computation of experimental observables directly from the positions and movements of the protein atoms.$^{20,24,25}$ MD simulations can therefore be validated against experimental data, assessing if they sample all relevant protein conformations with the correct probabilities. However, even more important is that MD simulations provide direct evidence of the structures and the molecular processes giving rise to the signals measured in experiments. In the context of the current work, it is of significance that one can directly follow the reorientation of bonds of the protein, which can result from local motions as well as overall rotation. The depolarization of the bond vector orientations can thus directly be calculated from the MD trajectories and compared to the corresponding quantities probed by fluorescence and NMR spectroscopy.

### 1.3. Integrated Approaches to Studying Protein Dynamics

In practice, the three techniques, i.e., NMR, fluorescence, and MD differ markedly in terms of requirements (sample concentration, sample labeling, buffer, and/or cellular environment, etc.) as well as information content (sensitivity, temporal, and spatial resolution, etc.). A comprehensive understanding of the conformational dynamics of a protein at atomic resolution and covering all relevant time scales and environmental conditions can therefore only be expected from an integrated approach combining these three complementary techniques in a common, experimentally validated, analytical framework. Numerous studies exist that combined any two of the three techniques. For instance, fluorescence spectroscopy and MD simulations have been jointly applied to various problems, which is also based on the fact that the analysis of fluorescence anisotropy decay is a tool to elucidate internal motion and diffusion of biomolecules and is a topic of broad theoretical consideration.$^{26-30}$ MD can be used to validate the fluorescence anisotropy for studying the flexibility of proteins,$^{35,31}$ but these approaches suffered from lack of adequate fluorescence analysis$^{32}$, suboptimal dye selection, and relying on not validated dye force fields. More often, when MD is combined with fluorescence, it is used either to explain the molecular basis of a fluorescence observable$^{25,33-35}$ or to validate the parametrization of dye models$^{36,37}$ for further modeling of FRET-based structures.$^{38-40}$ Further information and examples for the combination of fluorescence spectroscopy and MD can be found in a review by Stella et al.$^{41}$ which highlights the complementarity of both techniques and the resulting potential for their synergistic application. The combination of NMR and fluorescence spectroscopy was applied to small organic molecules to estimate precise absolute diffusion coefficients$^{42,43}$, where the fluorescence was used to estimate the effects of protein concentration. In another study, NMR was used to characterize molecular interactions found by fluorescence techniques.$^{44}$ The fast dynamics of a small peptide was measured by combining NMR spectroscopy and intrinsic fluorescence anisotropy, yielding information on the local dynamics of the peptide chain and side chains.$^{45}$ Probably the most often applied combination of the three techniques under consideration is the synergistic application of NMR spectroscopy and MD simulations to study protein dynamics. NMR and MD can be combined in many different ways as both methods provide information on the atomistic level and probe the protein dynamics on similar time scales (Figure 1). The popularity of the combination of NMR and MD is also reflected by the fact that several reviews have already been published on this topic.$^{46-48}$

In many joint applications of NMR and MD, static NMR parameters (i.e., chemical shielding and $J$ couplings) were determined and MD simulations used as tool for the analysis of the NMR data in terms of structural properties of the proteins. Here, we focus on the connection of protein dynamics as observed from MD simulations with that derived from NMR spectral quantities. Using MD simulations to interpret structural and dynamical NMR data, Angyán and Gáspár demonstrated the importance of treating the NMR observables and parameters derived from them as structural ensembles over relevant time scales rather than individual protein conformers.$^{49}$ Important contributions to the combination of MD and NMR were made by Brüschweiler et al. They developed a general framework for the interpretation of NMR relaxation data of proteins based on MD simulations.$^{50,51}$ Calligari and Aberger demonstrated that also chemical shifts can be used to study protein dynamics using the fluctuations in $^{13}C$ chemical shifts measured in experiments combined with chemical shift time correlation functions calculated from MD simulations to identify the underlying motions.$^{52}$ Palmer et al. studied the partially disordered yeast transcription factor GCN4 by combining spin-relaxation and back-calculated chemical shifts, which provide information about residual secondary structure, and MD simulations providing the order parameters, which yielded detailed insight into secondary structure elements and their dynamics.$^{53}$ These few examples already demonstrate the power of combining MD and NMR for studying protein conformational dynamics and for further applications the reader is referred to the review by Mocci and Laaksonen.$^{48}$ In a recent review by Palmer the application of NMR spin relaxation experiments to study the dynamics of enzymes is surveyed, which includes examples of the combination both with MD simulations and with fluorescence spectroscopy.$^{54}$
To the best of our knowledge, no work has been published yet where all three techniques are jointly applied to study protein dynamics. To overcome this gap, we here develop an integrated approach using $^{15}\text{N}$ NMR spin relaxation, fluorescence techniques based on time-resolved anisotropy and fluorescence correlation spectroscopy (FCS), and MD simulations to characterize protein dynamics. Our approach is based on the seminal work by Lipari and Szabo, who in 1980 developed the theory to demonstrate the connection between fluorescence depolarization and NMR relaxation in biomacromolecules. They showed that the limiting fluorescence emission anisotropy is proportional to the square of the order parameter of the probe, which is a measure of the spatial restriction that the probe experiences in a molecular reference frame. In 1982 they published the model-free approach to the interpretation of NMR relaxation, which has become the standard method for the calculation of order parameters and forms the basis of the current work. We apply our integrated NMR/fluorescence/MD approach to study the most fundamental level of protein dynamics, that is, the picosecond to nanosecond dynamics and hydrodynamics using the autophagy-related protein GABARAP in its soluble form as a prototype for a folded but flexible protein. First, we present the common theoretical framework before applying it to GABARAP, followed by a thorough interpretation of the results as well as providing a cross-validation of the three techniques. Intriguingly, the quantification of the picosecond to nanosecond conformational dynamics already reveals several implications for self-association of GABARAP and its internal mechanics on slower time scales. Our work presented here lays the foundation for studying the dynamics of GABARAP in more complex environments and on longer time scales in order to elucidate its contribution to the autophagic machinery in cells at a submolecular level.

2. EXPERIMENTAL QUANTIFICATION AND THEORETICAL CONCEPTS

NMR and fluorescence spectroscopy are the most widely used methods providing experimental insight into dynamics on virtually all relevant time scales from picoseconds to days. It has long been recognized that the physical mechanisms underlying fluorescence depolarization on the one hand and NMR relaxation on the other hand are closely related to each other. An understanding of how these different experimental methods complement each other is obtained by revisiting the relevant theory with a particular emphasis on the conceptual similarities.

2.1. Time-Resolved Fluorescence Anisotropy. In a nutshell, the anisotropy $r(t+t_c)$ of the fluorescence intensity emitted at time $t + t_c$ after excitation at time $t$ is shown to depend on the orientation of the (electric) transition dipole moment for emission, indicated by the unit vector $\mu_e$, according to

$$r(t+t_c) = \frac{F_p(t+t_c) - F_t(t+t_c)}{F_p(t+t_c) + 2F_t(t+t_c)} = \left\langle (3\zeta \cdot \mu_e(t+t_c))^2 - 1 \right\rangle / 2$$

(1)

where $F_p$ and $F_t$ are the emission intensities with polarization parallel ($p$) and perpendicular ($s$), respectively, to the polarization of the excitation beam indicated by the unit vector $\zeta_p$, $P_s(x) = (3x^2 - 1) / 2$ is the second Legendre polynomial, and the angular brackets denote ensemble averaging. Taking into account that the excitation of each molecule depends on the orientation of the (electric) transition dipole moment for absorption, indicated by the unit vector $\mu_a$, at time $t$ with respect to the polarization of the incident beam, and making use of the addition theorem for second-order spherical harmonics, eq 1 can be recast into

$$r(t+t_c) = \frac{2}{5} \left\langle P_3(\mu_a \cdot \mu_e(t+t_c)) \right\rangle$$

(2)

which now depends only on the relative orientation of the transition dipole moments for absorption and emission at two different time points. Again making use of the addition theorem for second-order spherical harmonics, this relative orientation can be further separated into the relative orientation of the transition dipole moments of the chromophore itself and the reorientation of the chromophore between absorption and emission,

$$r(t+t_c) = \frac{2}{5} P_2(\cos \delta) \left\langle P_2(\mu_a \cdot \mu_e(t+t_c)) \right\rangle$$

$$= r_0 P_2(\mu_a \cdot \mu_e(t+t_c)) = r_0 C(t_c)$$

(3)

where $\delta$ denotes the angle between the transition dipole moments for absorption and emission of the chromophore. In this expression, $r(t_c = 0) = r_0 = 0.4 P_2(\cos \delta)$ is a constant for a given chromophore and the decay of the fluorescence anisotropy is therefore determined by the loss of autocorrelation of the second Legendre polynomial of the orientation of the chromophore,

$$C(t_c) = \left\langle P_2(\mu_a \cdot \mu_e(t+t_c)) \right\rangle = (3 \cos^2 \theta(t+t_c) - 1) / 2$$

(4)

where $\theta$ is the angle of the chromophore at time $t + t_c$ with respect to its orientation at time $t$.

2.2. NMR Spin Relaxation. A nuclear spin, $\vec{I}$, is associated with a magnetic moment of $\mu = I \vec{I}$, where $\gamma$ is called the gyromagnetic ratio of spin $I$. The vector sum of all the magnetic moments in a thermodynamic ensemble of nuclear spins gives rise to a net macroscopic magnetization, $\vec{M}$, which can be parallel (longitudinal) or perpendicular (transverse) to the static external magnetic field $\vec{B}_0$. Longitudinal magnetization is caused by differential population of the different spin eigenstates (spin-up or spin-down for nuclei with spin quantum number $I = 1/2$, such as $^1\text{H}$, $^{13}\text{C}$, $^{15}\text{N}$); in thermal equilibrium, the population difference described by the Boltzmann distribution results in a finite longitudinal magnetization. By contrast, transverse magnetization does not correspond to any spin eigenstates but is caused by phase coherence of the ensemble of spins; in thermal equilibrium, the phase coherence and hence the transverse magnetization is zero. NMR spin relaxation, the (exponential) process of the magnetization returning to its thermal equilibrium following a perturbation, is mediated by anisotropic local magnetic fields. In practice, NMR relaxation of a particular spin $I$ of interest is usually dominated by the magnetic dipole–dipole (DD) coupling to a spin that is close in space, e.g., to the directly bonded amide $^1\text{H}$ in the case of backbone amide $^{15}\text{N}$ spin relaxation. The magnetic dipole moment associated with the neighboring spin $\vec{S}$, $\mu_S = \gamma S \vec{S}$, generates a magnetic dipole field, whose interaction with $\mu_e = \gamma \vec{I}$ is described by the usual magnetic dipole–dipole coupling Hamiltonian:

$$H_{\text{DD}} = -\frac{\mu_0}{4\pi r_{IS}^3} (3(\vec{I} \cdot \mu_S) (\vec{S} \cdot \mu_e) - \vec{I} \cdot \vec{S}) = \vec{I} \cdot \vec{B}_{IS} \cdot \vec{S}$$

(5)
where $\mu_0$ is the permeability of the vacuum, $\gamma_S$ is the gyromagnetic ratio of spin $S$, $r_{IS}$ is the distance, and $\vec{B}_{IS}$ is the direction of the internuclear vector connecting $I$ and $S$. The symmetric second-rank tensor describing this interaction,

$$\vec{B}_{IS} = -\frac{\mu_0}{4\pi} \frac{\gamma_S}{r_{IS}^3} \left(3\vec{\mu}_{IS} \vec{\mu}_{IS} - \vec{1}\right)$$

(6)

is traceless because the dipole–dipole coupling is fully anisotropic without any isotropic component. To first-order perturbation theory (the so-called secular approximation), the longitudinal magnetic dipole field component generated by the longitudinal component of $S$,

$$B_{DD}(t+\tau) = \frac{\mu_0}{4\pi} \frac{\gamma_S}{r_{IS}^3} (3\cos^2 \beta(t+\tau) - 1) S_z$$

(7)

where $\vec{B}_D$ is the direction of the static external magnetic field $\vec{B}_D = B_0\hat{z}$, $\beta$ is the angle of the internuclear vector $\vec{\mu}_{IS}$ with respect to $\vec{B}_D$, and $S_z$ is the component of $S$ in the direction of $\vec{B}_D$, adds to the external magnetic field and modulates the (instantaneous) resonance frequency of $I$ to $\omega_{10} = -\gamma_I (B_0 + B_{DD})$.

The distance $r_{IS}$ (e.g., the $\text{H}^\text{18}$-$\text{N}$ bond length) usually varies little. By contrast, the direction of the internuclear vector $\vec{\mu}_{IS}$ and hence of the dipolar coupling tensor, $\vec{B}_{IS}$, depends on the orientation of the molecule, while the orientation of the spins $I$ and $S$ is determined by the direction of the external magnetic field $\vec{B}_D$ irrespective of molecular orientation. As shown in Figure 1C, this means that any reorientation of the spin pair gives rise to a fluctuating magnetic field, and eq 7 reveals that the dependence of the dipole field on the orientation relative to the laboratory frame follows a mathematical form similar to that of the fluorescence anisotropy (eq 1), as expected from the close analogy between (electric) transition dipole moments and (magnetic) nuclear dipole moments. Accordingly, it can be shown that the fluctuation of the magnetic dipole–dipole interaction alone may be described by the same autocorrelation function as above:

$$C(t) = \langle \hat{P}_2(\vec{\mu}_{IS}(t) \cdot \vec{\mu}_{IS}(t+\tau)) \rangle = \left(\langle \cos^2 \theta(t+\tau) \rangle - 1/2 \right)/(3\cos^2 \beta(t+\tau) - 1)$$

(8)

where $\theta$ is the angle of $\vec{\mu}_{IS}$ at time $t + \tau$, with respect to its orientation at time $t$.

### 2.3. Autocorrelation Function for Rotational Diffusion

The orientation $\theta$ is modulated by both overall rotational diffusion and internal motions, which are assumed to be independent of each other so that the autocorrelation function can be separated into the autocorrelation function for the overall rotational diffusion, $C_{\text{overall}}$, and the autocorrelation function for the internal motions, $C_{\text{int}}$:

$$C(t) = C_{\text{int}}(t) C_{\text{global}}(t)$$

Thus, in order to evaluate the ensemble average in autocorrelation functions (4) and (8), we have to solve the rotational diffusion equation first. Autocorrelation functions of diffusive (more generally, Markovian stochastic) motions can be expressed as a sum of exponentials. In the case of isotropic rotational diffusion, the conditional probability density $p(\vec{\mu}_0(t) | \vec{\mu}(t+\tau))$ of finding the molecule in orientation $\vec{\mu}(t+\tau)$ at time $t + \tau$, after finding it in orientation $\vec{\mu}_0(t)$ at time $t$ follows the diffusion equation

$$\frac{\partial}{\partial \tau} p(\vec{\mu}_0(t) | \vec{\mu}(t+\tau)) = -D_{\text{rot}} L^2 p(\vec{\mu}_0(t) | \vec{\mu}(t+\tau))$$

(10)

where $D_{\text{rot}}$ is the rotational diffusion coefficient and $L$ is the angular momentum operator divided by the Planck constant $\hbar = \sqrt{\hbar/(2\epsilon)}$. Because the spherical harmonics $Y_m^l(\hat{\mu})$ are a complete set of orthonormal eigenfunctions of the angular momentum operator with

$$L^2 Y_m^l(\hat{\mu}) = l(l+1) Y_m^l(\hat{\mu})$$

(11)

where $l = 0, 1, 2, \ldots$ is the angular momentum quantum number and $m = -l, -l+1, \ldots, 0, \ldots, l-1, l$ the magnetic quantum number, the solution of eq 10 can be expressed as

$$p(\vec{\mu}_0(t) | \vec{\mu}(t+\tau)) = \sum_{l=0}^\infty \sum_{m=-l}^l g_{lm} \langle Y_m^l(\hat{\mu}(t+\tau)) | Y_m^l(\hat{\mu}(t) - \vec{\mu}_0(t)) \rangle$$

(12)

The coefficients $g_{lm}$ have to satisfy the initial condition that $\vec{\mu}_0(t)$ is the initial orientation with nonzero probability density in the limit $t_0 = 0$:

$$p(\vec{\mu}_0(t) | \vec{\mu}(t)) = \sum_{l=0}^\infty \sum_{m=-l}^l g_{lm} \langle Y_m^l(\hat{\mu}(t) - \vec{\mu}_0(t)) \rangle$$

(13)

Recalling the closure relation of the spherical harmonics

$$\sum_{l=0}^\infty \sum_{m=-l}^l Y_m^l(\hat{\mu}) Y_m^l(\hat{\mu}) = \delta(\hat{\mu} - \hat{\mu}_0)$$

(14)

it is straightforward to see that the relevant solution of eq 10 is

$$p(\vec{\mu}_0(t) | \vec{\mu}(t+\tau)) = \sum_{l=0}^\infty \sum_{m=-l}^l Y_m^l(\hat{\mu}_0(t)) Y_m^l(\hat{\mu}(t+\tau))$$

(15)

Note that the Legendre polynomials $P_l(\hat{\mu} \cdot \hat{\tau}_0) = \sqrt{\frac{4\pi}{2l+1}} Y_m^l(\hat{\mu})$ are essentially the subset of the spherical harmonics with $m = 0$. Making use of the addition theorem for spherical harmonics

$$P_l(\hat{\mu} \cdot \hat{\tau}) = \frac{4\pi}{2l+1} \sum_{m=-l}^l Y_m^l(\hat{\mu}) Y_m^l(\hat{\tau})$$

(16)

the ensemble average in the autocorrelation function of the second Legendre polynomial (eq 4) is now readily evaluated by integrating over all orientations (solid angles):

$$C_{\text{global}}(t) = \langle P_l(\hat{\mu}(t) \cdot \hat{\mu}(t+\tau)) \rangle = \int \int P_l(\hat{\mu}_0(t) \cdot \hat{\mu}(t+\tau)) p(\vec{\mu}_0(t))$$

$$\times p(\vec{\mu}(t) | \vec{\mu}(t+\tau)) d^2\vec{\mu}_0 d^2\vec{\mu}$$

(17)

In an isotropic sample the probability density of finding the molecule in orientation $\vec{\mu}_0(t)$ at time $t$ is $p(\vec{\mu}_0(t)) = 1/(4\pi)$ for all orientations on the unit sphere. It is obvious from the addition theorem (eq 14) that rotations preserve the order $l$ of the spherical harmonics and it is therefore clear from the orthonormality of the spherical harmonics that only the term
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with \( l = 2 \) in the sum of exponentials in eq 15 contributes to the autocorrelation function of the second (\( l = 2 \)) Legendre polynomial. Thus, we finally obtain the monoexponential autocorrelation function

\[
C_{\text{global}}(t_c) = \int \frac{4\pi}{5} \sum_{l=0}^{1} \sum_{m=-1}^{1} Y_{lm}(\hat{\mu}) Y_{lm}(\hat{\mu}) \times \frac{1}{4\pi} \sum_{l=0}^{\infty} \sum_{m=-1}^{1} Y_{lm}(\hat{\mu}) Y_{lm}(\hat{\mu}) e^{-(l+1)l\tau_{\text{global}}} d^2\hat{\mu} d^2\hat{\mu} = \frac{1}{5} \sum_{l=0}^{\infty} \sum_{m=-1}^{1} \delta_{l}^{m} \rho_{\text{global}}^{l} e^{-l(l+1)\tau_{\text{global}}}
\]

where the global rotational autocorrelation time \( \rho_{\text{global}} = 1/(6D_{\text{global}}) \). If the overall rotational diffusion is not sufficiently isotropic, the rotational diffusion coefficient \( D_{\text{rot}} \) is described by a symmetric tensor and in this case the global autocorrelation function \( C_{\text{global}}(t_c) \) must itself be described by a weighted sum of three (axially symmetric tensor) or five (fully asymmetric tensor) different exponentials with weighting factors that depend on the orientation of the chromophore or spin pair relative to the rotational diffusion tensor, which can be determined if the high-resolution structure of the protein is available.

If there are internal motions on the same time scale as the global rotational diffusion \( \rho_{\text{global}} \) or faster, the second Legendre polynomial autocorrelation function will decay more rapidly than in rigid areas of the molecule, which can be described by multiplexponential autocorrelation functions such as

\[
C(t_c) = C_{\text{fast}}(t_c) C_{\text{global}}(t_c) = C_{\text{fast}}(t_c) e^{-t/\rho_{\text{global}}}
\]

\[
= (S_{\text{fast}} - S_{\text{slow}}) e^{-t/\rho_{\text{fast}}} + (S_{\text{fast}}^2 - S_{\text{slow}}^2) e^{-t/\rho_{\text{slow}}}
\]

where the autocorrelation times \( \rho_{\text{fast}}, \rho_{\text{slow}} \) are the time scales of two internal motions of a given chromophore or spin pair orientation vector and the order parameters \( S_{\text{fast}} \) describe the motional restriction of these two internal motions on a scale of 0 to 1. \( S_{\text{fast}} \) and \( S_{\text{slow}} \) are the Perrin shape factors for rotational diffusion, respectively. \( S_{\text{fast}} \) and \( S_{\text{slow}} \) are the Perrin shape factors for rotational diffusion, and hence a loss of transverse magnetization, i.e., give rise to transverse relaxation. (ii) Moreover, in second-order perturbation theory, the transverse components of the fluctuating magnetic dipole fields (Figure 1C) act like electromagnetic radiation that stimulates transitions between the spin states. In turn, this leads to a redistribution of longitudinal magnetization (longitudinal relaxation), loss of phase coherence (transverse relaxation), and longitudinal cross-relaxation effects between two coupled spins such as the nuclear Overhauser effect (NOE), which are all reflected in the intensities and line widths of the NMR resonances. It can be shown that the fluctuations of the transverse components are described by the same autocorrelation function as the longitudinal component (eq 8).\(^{65,66}\) The spectral density of the stochastic fluctuations is obtained by Fourier analysis of the autocorrelation function\(^{53,54,66}\)

\[
J(\omega) = \frac{1}{\rho_{\text{global}}} \int C(t) \cos(\omega t) dt
\]

which is a sum of Lorentzians in the case of the multiplexponential extended Lipari–Szabo-type autocorrelation function \( C(t) \) given by eq 19:

\[
J(\omega) = \frac{2}{\rho_{\text{global}}} \sum_{l=1}^{k} c_i \left( \frac{S_{\text{fast}}^2}{1 + (\omega \rho_{\text{fast}})^2} + (1 - S_{\text{slow}}^2) \left( \rho_{\text{fast}} + \rho_{\text{slow}} \right) \right)
\]

\[
+ \left( S_{\text{fast}}^2 - S_{\text{slow}}^2 \right) \left( \rho_{\text{fast}} + \rho_{\text{slow}} \right) \left( \rho_{\text{fast}} + \rho_{\text{slow}} \right)
\]

\[
\left( \rho_{\text{slow}} + \rho_{\text{slow}} \right)^2 + (\omega \rho_{\text{slow}})^2 \right)
\]

where \( 2k + 1 \) is the number of autocorrelation times \( \rho_{\text{fast}} \) that describe the rotational diffusion process (one in the isotropic case, three in the axially symmetric case, and five in the fully asymmetric case) and \( c_i \) are weighting factors that depend on the orientation of the internuclear vector relative to the rotational diffusion tensor.\(^{54,67}\) In second order, it is clear that only the spectral density components \( J(\omega) \) at the frequencies \( \omega = 0 \) (secular dephasing, transverse relaxation only), \( \omega = \omega_i \) (1 spin
flip), $\omega = \omega_S$ (S spin flip), $\omega = \omega_I - \omega_S$ (flip-flop transition), and $\omega = \omega_I + \omega_S$ (flip-flop transition) fulfill the necessary resonance conditions to stimulate transitions between different spin states, where $\omega_I$ and $\omega_S$ are the Larmor frequencies of spin $I$ and spin $S$, respectively. Detailed calculation reveals that the longitudinal relaxation rate, $R_1$, transverse relaxation rate, $R_2$, and heteronuclear NOE of a protein backbone amide $^{15}$N nucleus are given by the following linear combinations of these spectral density components:

$$R_1 = \frac{1}{T_1} = d[f(\omega_I + \omega_N) + 3f(\omega_N) + 3f(\omega_I + 2\omega_N)] + c[f(\omega_N)]$$

(24)

$$R_2 = \frac{1}{T_2} = \frac{d}{2} [4f(0) + f(\omega_I + \omega_N) + 2f(\omega_N) + 6f(\omega_I + 2\omega_N)$$

$$+ 6f(\omega_N)] + \frac{c}{6} [4f(0) + 3f(\omega_N)] + R_{ex}$$

(25)

$$\text{NOE} = 1 + \frac{d \gamma_H}{\gamma_N} \frac{6f(\omega_H + \omega_N) - f(\omega_H - \omega_N)}{R_1}$$

(26)

Here, the dipolar coupling constant is defined as

$$d = \frac{1}{3} \frac{\hbar}{(2\pi)^2} \frac{(\gamma_H \gamma_N)^2}{(\gamma_H^2 + \gamma_N^2)}$$

with $\gamma_H$ and $\gamma_N$ being the gyromagnetic ratios of the $^1$H and $^{15}$N spins and $r_{HN}$ the bond length. The constant $c = (\omega_N \Delta \sigma_N)^2/3$ depends on the chemical shift anisotropy $\Delta \sigma_N$ measured in ppm. $R_{ex}$ is the contribution to transverse relaxation from chemical exchange on the micro- to millisecond time scale.

Thus, even though NMR spin relaxation is a relatively inefficient second-order process and the rates $R_1$ and $R_2$ are therefore on a much slower time scale (millisecond to seconds), they are determined by the spectral density at the distinct frequencies $0$, $\omega_H$, $\omega_{11}$, $\omega_H + \omega_N$, and $\omega_H - \omega_N$ (Figure S1),

Figure 2. Workflow of the integrated analysis. Our integrated approach combines MD simulations, spectroscopic techniques based on fluorescence anisotropy and fluorescence correlation, and NMR spectroscopy. The used equations are printed in bold. The left and middle columns show for MD simulations and fluorescence spectroscopy the raw data that are monitored using these two techniques, respectively. As illustrative examples we show data for residues I41 (high flexibility, black), F62 (low flexibility, blue), and G116 (high flexibility, red), which are also discussed in detail in this paper. The raw data are processed to obtain the autocorrelation function, $C(t_c)$ for the decay of the $N$-$H$ bond vector orientation as measured by the cosine of the angle $\theta(t_c)$, and the fluorescence anisotropy, $r(t_c)$, respectively (middle row). In the case of NMR spectroscopy, the raw data are given by the spectral densities measured at two different external magnetic fields with Larmor frequencies of 600 and 900 MHz, as indicated by the gray vertical lines in the top panel of the right column. From these, the spectral densities $J(\omega)$ are back-calculated via an iterative fitting procedure determining $R_1$, $R_2$, and heteronuclear NOEs (right top panel). From $J(\omega)$, $r(t_c)$, and $C(t_c)$ the order parameters and time scales for internal and global motion can then be determined via fitting of the corresponding equations.
which are on the order of several hundred megahertz on commercially available NMR spectrometers and hence report on the motional parameters (autocorrelation times, generalized order parameters) describing the nanosecond dynamics of the protein. As shown in Figure 2, the longitudinal relaxation rate, \( R_L \), is obtained by monoexponential fitting of the return of longitudinal magnetization (measured as spectral intensities, \( I_0 \)) to its equilibrium value (spectral intensity \( I_0 \)) after inversion ("inversion recovery"),

\[
\Delta I(x_i) / R_{\text{relax}} = I(x_0) / R_{\text{relax}} - I_0 = \Delta I(0) e^{-R_{\text{relax}} x_i}
\]

where \( T_{\text{relax}} \) is the recovery delay. Similarly, the transverse relaxation rate, \( R_T \), can be obtained by monoexponential fitting of the decay of transverse magnetization (measured as spectral intensities, \( I_x \)) to its equilibrium value of zero when the chemical shift evolution is refocused with a Carr–Purcell–Meiboom–Gill (CPMG) pulse train,

\[
I_x(T_{\text{relax}}) = I_x(0) e^{-R_T x_i}
\]

where \( T_{\text{relax}} \) is the length of the CPMG sequence. For technical reasons, it is often more convenient to determine the rotating frame relaxation rate, \( R_{\text{rot}} \), by monoexponential fitting of the decay of (mostly transverse) magnetization aligned along a spin lock pulse (measured as spectral intensities, \( I_y \)) to its equilibrium value of zero,

\[
I_y(T_{\text{relax}}) = I_y(0) e^{-R_{\text{rot}} x_i}
\]

where \( T_{\text{relax}} \) is the length of the spin lock (Figure 2). Because \( R_{\text{rot}} \) is a linear combination of \( R_L \) and \( R_T \), \( R_{\text{rot}} \) is readily calculated from \( R_L \) by correcting for the small contribution from \( R_T \). The \( ^{15}\text{N} \) heteronuclear NOE is the ratio of the \( ^{15}\text{N} \) longitudinal equilibrium magnetization with (spectral intensity \( I_{\text{sat}} \)) and without (spectral intensity \( I_0 \)) \( ^{1}H \) saturation, \( I_{\text{sat}} / I_0 \). As outlined in Figure 2, the motional parameters can then be extracted as adjustable parameters in an iterative global optimization procedure by comparing the spin relaxation rates and NOEs back-calculated from the so-called "model-free" spectral density (eq 23) inserted into eqs 24–26 with the experimentally determined spin relaxation rates and NOEs for all available amide groups at all available magnetic field strengths \( B_0 \). This is usually accomplished using software packages such as relax.

### 2.6. Fluorescence Spectroscopy

#### Fluorescence Anisotropy

Assigning the anisotropy observables to the triexponential autocorrelation function \( C(t) = r(t) / r_0 \) (see eq 3) in eq 19 allows one to describe fluorescence anisotropy decays \( r(t) \) by a weighted sum of exponentials:

\[
r(t) = r_0 \left( r_{\text{fast}} e^{-t / r_{\text{fast}}} + r_{\text{slow}} e^{-t / r_{\text{slow}}} + r_{\text{eq}} e^{-t / r_{\text{eq}}} \right)
\]

with rotational correlation times \( r_{\text{fast}} \), \( r_{\text{slow}} \), and \( r_{\text{eq}} \), and the related amplitudes \( r_{\text{fast}} \), \( r_{\text{slow}} \), and \( r_{\text{eq}} \) with \( \Sigma r_i = r_0 \) where \( r_0 \) is the fundamental anisotropy of the chromophore. As outlined in eq 30 with eq 19 yields the fluorescence order parameter \( S^2 = r_{\text{eq}} / r_0 \).

#### Fluorescence Correlation Spectroscopy

The decay of the anisotropy is not the only fluorescence polarization-dependent technique that is sensitive to the global rotational diffusion of the molecule. Polarization-resolved fluorescence correlation spectroscopy (pFCS), in which fluorescence intensity fluctuations \( \delta I_{\ell / s} (t_i) = F_{\ell / s} (t_i) - \langle F_{\ell / s} \rangle \) under constant excitation are measured, is also able to resolve molecular rotational motion. It is obvious that two consecutive fluorescence events (absorption followed by emission) of the same chromophore are not independent from each other but correlated. Most importantly, the second absorption process cannot occur immediately after the first absorption process before the molecule has returned to the ground state again, so there is an initial lag phase with an exponential buildup of the photon correlation determined by the excitation rate and the fluorescence lifetime, \( \tau_e \), and this buildup is referred to as photon antibunching. Accordingly, FCS is primarily sensitive to dynamic processes on the time scale slower than \( \tau_e \), whereas the decay of the fluorescence intensity on the time scale of \( \tau_e \) limits the sensitivity of anisotropy measurements to processes on this time scale or faster. After the initial buildup, photon correlation is slowly lost to a variety of physical processes as the chromophore begins to populate long-lived nonfluorescent states such as triplet states, reorient due to rotational diffusion, and diffuse translationally out of the active volume of the excitation beam. Under certain conditions the normalized photon correlation function can be factorized into:

\[
G(t) = 1 + \frac{1}{N} G(t) \times G_{\text{trans}}(t)
\]

where \( G(t) \) describes the photon antibunching, \( G_{\text{trans}}(t) \) is the population of nonfluorescent states, \( G_{\text{trans}}(t) \) is the effect of rotational diffusion, and

\[
G_{\text{trans}}(t) = (1 + t / t_{\text{trans}})^{-1} (1 + (\omega_0 / z_0)^2 t / t_{\text{trans}})^{-1/2}
\]

of translational diffusion, where the observation volume is approximated by a 3D-Gaussian volume with \( 1/e^2 \) radii in the lateral \( (\omega_0) \) and axial direction \( (z_0) \), \( t_{\text{trans}} \) is the diffusion time, and \( 1/N \) is a scaling factor to account for the effect of the total number \( N \) of fluorophore emitters independently diffusing in the observation volume.
Figure 3. Sensing local flexibility and global motion by combined polarization-resolved fluorescence spectroscopy. (A) Simulations of time-resolved fluorescence anisotropy (blue lines, eq 30) and pFCS signals (red lines, eq 31) assuming protein global rotation ($\tau_{\text{global}} = 15$ ns) combined with a fast internal depolarizing process ($\tau_{\text{int}} = 0.5$ ns). For the internal protein motion, three cases are considered: complete rigidity ($S^2 = 1$), medium rigidity ($S^2 = 0.5$), and high flexibility ($S^2 = 0.01$). This imposes different sensitivities to global rotation as the comparison between the three curves for $r(t_c)$ and $(G(t_c) - 1) \times N$ show. (B) Ideal case of a completely rigid fluorophore allowing us to link translational diffusion with rotational observables via the steady-state anisotropy, $r_0$ (eq 37). For $S^2 < 1$, the steady-state anisotropy calculated using eq 37 fails to accurately account for molecular rotation and therefore time-resolved analysis is required. Additional parameters used: $r_0 = 0.37$, $\tau_c = 2.4$ ns, $t_{\text{trans}} = 0.1$ ms, $\alpha_0 = 0.189$, $\mu_{\text{app}} = 24.4$ Å.

The assumption is often an approximation for commonly used chromophores with lifetimes $\tau_c$ of the order of a few nanoseconds. In this limit, eq 32 simplifies to

$$C_{\text{rot}}(t_c) = \langle 3(\vec{r}_p \cdot \vec{R}(t))^2 \rangle \times 3(\vec{r}_p \cdot \vec{R}(t+t_c))^2$$

(33)

where the additional assumption has been made that the transition dipole moments for absorption, $\vec{\mu}_a$ and emission, $\vec{\mu}_e$ are approximately parallel ($\delta \approx 0$).

Using the conditional probability distribution for reorientation (eq 15) this expression can now be calculated for any particular combination of polarizations $\vec{\epsilon}_a$, $\vec{\epsilon}_e$, and $\vec{\epsilon}_c$ in much the same way as eq 18 above. As we have seen above, the orthonormality of the spherical harmonics guarantees that only the exponential with $l = 2$ contributes to the loss in correlation of two second-order spherical harmonics at times $t$ and $t + t_c$ as a consequence of rotational diffusion. By contrast, eq 32 describes a correlation between a product of two mixed zero-/second-order spherical harmonics of the form $(2P^2_{l}(\vec{\epsilon}_a, \vec{\mu}_a) + P^0_{l}(\vec{\epsilon}_a, \vec{\mu}_a)) \times (2P^2_{l}(\vec{\epsilon}_e, \vec{\mu}_e) + P^0_{l}(\vec{\epsilon}_e, \vec{\mu}_e))$ at time $t$ with another such product at time $t + t_c$. In the language of quantum mechanics, we are therefore no longer dealing with a single angular momentum wave function of $l = 2$ at each time point but with products of two angular momentum wave functions, and products of two angular momentum wave functions describe the sum of two angular momenta.25 In the present case these two angular momenta can add up to a total of $l = 0$, $l = 2$, or $l = 4$, and the rotational factor is therefore biexponential:

$$C_{\text{rot}}(t_c) = \sum_{l=0,2,4} B_l(\vec{r}_p, \vec{r}_e, \vec{r}_c) e^{-l(l+1)\omega_a t_c}$$

$$= B_0(\vec{r}_p, \vec{r}_e, \vec{r}_c) + B_2(\vec{r}_p, \vec{r}_e, \vec{r}_c) e^{-6\omega_a t_c}$$

$$+ B_4(\vec{r}_p, \vec{r}_e, \vec{r}_c) e^{-20\omega_a t_c}$$

$$= B_0(\vec{r}_p, \vec{r}_e, \vec{r}_c) + B_2(\vec{r}_p, \vec{r}_e, \vec{r}_c) e^{-l\omega_a t_c}$$

$$+ B_4(\vec{r}_p, \vec{r}_e, \vec{r}_c) e^{-3l\omega_a t_c}$$

(34)

with coefficients $B_l(\vec{r}_p, \vec{r}_e, \vec{r}_c)$ that are related to the Clebsch–Gordan coefficients and have been calculated and tabulated for the most common experimental geometries19,61 or, after normalization to the equilibrium value $C_{\text{rot}}(\infty) = B_0(\vec{r}_p, \vec{r}_e, \vec{r}_c)$,
the relative contributions of internal and global motions to depolarization. An expression for $r_s$ as a function of the diffusion time 

\[
r_{st} = \left( \int_0^\infty F_0 e^{-t/\tau_{st}/\rho_{\text{global}}} \, dt \right) / \left( \int_0^\infty F_0 e^{-t/\tau_c} \, dt \right)
\]

with eqs 20 and 21:

\[
r_{st}(t_{\text{trans}}) = r_0 \left( 1 + \frac{\tau_c \rho_{\text{trans}}}{t_{\text{trans}}^2 R_{\text{trans}}} \right)
\]

where a rigid, spherical molecule in the confocal observation volume with a lateral $1/e^2$ radius ($\omega_r$) has been assumed and $R_{\text{trans}} = R_{\text{trans}} = R_{\text{trans}}$. Significant internal motions would be indicated by a deviation of $r(t_{\text{trans}})$ from eq 37 when plotted using known molecular and experimental parameters. This can be seen in Figure 3B for three different cases of internal flexibility modeled here by a two-component expansion of the Perrin equation:

\[
r_{st} = r_0 \left( 1 - \frac{S^2}{(1 + \tau_c/\rho_{\text{int}})} + \frac{S^2}{(1 + \tau_c/\rho_{\text{global}})} \right)
\]

2.8. Integrated Approach to Studying the Dynamics of GABARAP. The common theoretical framework for sensing protein motions is the foundation of our current work, where we make use of it by employing NMR and fluorescence spectroscopy together with MD simulations in an integrated approach as summarized in the workflow in Figure 2. We employ this approach to elucidate the picosecond to nanosecond dynamics of the multifunctional autophagy-related protein GABARAP.

The 117-residue GABA receptor-associated protein (GABARAP) from Homo sapiens is a versatile key regulator in autophagy. GABARAP was initially identified as an interaction partner of GABARAP receptors. Further studies revealed that GABARAP interacts with the cytoskeleton through tubulin binding and is implicated in receptor trafficking to the plasma membrane. GABARAP belongs to the ubiquitin-like modifiers and its tertiary structure comprises the C-terminal ubiquitin-like subdomain (ULD) preceded by an N-terminal helical subdomain (NHD) consisting of helices $\alpha_1$ and $\alpha_2$, an arrangement that exposes two hydrophobic ligand binding pockets on the molecular surface. It is a cystolic protein ubiquitously expressed in most tissues and primarily localized to the Golgi apparatus, the endoplasmatic reticulum, and transport vesicles. In addition to its soluble cytosolic forms, GABARAP can also be membrane-anchored by covalent coupling of a phospholipid moiety to G116 by a ubiquitin-like conjugation system. In order for this to occur, the C-terminal residue L117 of GABARAP must first be cleaved off by the ATG4 family of cysteine proteases to yield the 116-residue form GABARAP-I, which can subsequently be conjugated to yield the lipidated form GABARAP-II. Lipidation can also be reversed by the ATG4 family of proteases. In the past decade, a plethora of interaction partners have been identified that reveal the essential role of GABARAP especially in vesicle transport and fusion events in autophagy and apoptosis. In order to accomplish this multifunctionality as a well-ordered protein with well-defined secondary and tertiary structure elements, it needs to possess high inherent flexibility and cannot be described by a static tertiary structure. In fact, conformational heterogeneity on a wide range of time scales appears to be a hallmark of the GABARAP/MAP1LC3/Atg8 family and is conserved from yeast to mammals. A detailed understanding of the functional mechanisms on the submolecular level therefore requires a comprehensive analysis of the conformational dynamics of GABARAP on all relevant time scales (from picoseconds to minutes) and in different environments (soluble in the cytosol and anchored to membranes), alone and in interaction with other GABARAP molecules (self-association) and other factors of the autophagic machinery. Here, we characterize the most fundamental level of protein dynamics, the picosecond to nanosecond dynamics and hydrodynamics of soluble GABARAP and GABARAP-I by the integrated NMR, fluorescence, and MD approach outlined in Figure 2.

3. METHODS

3.1. Mutagenesis of the Plasmid Encoding GABARAP. Cysteine variants of GABARAP were obtained using the QuickChange site directed mutagenesis kit according to the protocol provided by Agilent. Primers for the mutagenesis were designed with PrimerX in order to obtain the following mutations: GABARAP V4C, GABARAP E7C, GABARAP K13C, GABARAP I41C, GABARAP F62C, GABARAP-I G116C.

3.2. Expression, Purification, and Labeling. GABARAP wild-type and cysteine variants were expressed from a pET11a vector in Escherichia coli BL21(DE3)-T1R. Expression and purification was performed according to the protocol reported by Coyle et al. with minor modifications. Briefly, cells were grown at 37 °C in LB (Lysozyme-Broth) medium, or in M9 minimal medium containing $^{15}$NH$_4$Cl as the sole nitrogen source for the production of uniformly $^{15}$N-enriched ([U-$^{15}$N]) samples for NMR spectroscopy. Protein expression was induced by 1 mM IPTG (isopropyl-$\beta$-thiogalactopyranoside) at OD$_{600}$ = 0.8–1.0. The expression was carried out at 20 °C for 15 h. Cells were harvested and resuspended in lysis buffer containing 1 mM EDTA, 10 mg/mL DNase, complete protease inhibitor cocktail (Roche), 50 mM KCl, and 25 mM sodium phosphate at pH 6.5. The cells were sonicated for protein solubilization and insoluble cell debris was removed by centrifugation. For purification the lysate was loaded onto a 20 mL HiLoad 16/10 Sepharose column (GE Healthcare) and proteins were eluted with a linear gradient ranging from 0.05 to 0.60 M KCl. Fractions containing GABARAP were pooled and further purified by gel filtration using a HiLoad 16/600 Superdex 75 pg column (GE Healthcare). Prior to fluorescent dye labeling, proteins were incubated in labeling buffer (25 mM Tris, 300 mM NaCl, 0.5 mM phenylmethane sulfonyl fluoride (PMSF), 0.5 mM ethylen glycol bis(2-aminoethyl ether)-N,N,N′,N′-tetra-cetate (EGTA), 0.5 mM ascorbic acid, pH 7.5) containing 10 mM dithiothreitol (DTT) at room temperature for 20 min. DTT was removed by desalting on Sephadex G-25 (NAP-5 prepacked columns, GE Healthcare). Proteins were labeled in labeling buffer with an excess of BODIPY FL (BFL) iodoacetamide (ThermoScientific) for 2 h at room temperature. Unreacted dye was removed by desalting on NAP-5 prepacked columns.

3.3. NMR Data Acquisition and Analysis. NMR samples contained 0.5–1.0 mM [U-$^{15}$N] GABARAP or 0.7 mM [U-$^{15}$N] GABARAP-I G116C in the NMR buffer consisting of 25 mM sodium phosphate, 100 mM KCl, 100 mM NaCl, 0.1 mM
EDTA, 0.02% Na3 in H2O/D2O (9:1). NMR experiments were performed on spectrometers equipped with cryogenically cooled triple or quadrupole resonance probes with z axis pulsed field gradient capabilities operating at proton Larmor frequencies of 600 and 900 MHz. The sample temperature was calibrated using methanol-d4 (99.8%). At least 615 (96) complex data points were acquired with a spectral width of 16 ppm (29 ppm) in the 1H (15N) dimension. NMR data were processed using NMRPipe. 

3.4. NMR Relaxation Experiments. 15N spin relaxation data at temperatures of 5.0, 15.0, 25.0, and 35.0 °C were collected on a sample of 1.0 mM [U-15N] GABARAP at 600 MHz and in the case of 25.0 °C also at 900 MHz. In addition, we collected 15N spin relaxation data on a sample of 0.7 mM [U-15N] GABARAP-I G116C at 25.0 °C and 600 MHz. Longitudinal relaxation rates R1 were determined from 15N inversion recovery experiments with 10 different spin-lock periods (three of them in duplicate for error estimation) after 6 s of the recycle delay of 15 s, with uncertainties interpolated for 10% D2O at 25.0 °C. The resulting diffusion coefficients Dfluo(NMR) were in turn converted into hydrodynamic radii Rη(NMR) on the basis of the Stokes–Einstein equation for translational diffusion (eq 21) assuming a viscosity of η = 0.911 mPa s interpolated for 10% D2O at 25.0 °C. Alternatively, the hydrodynamic radii were calculated relative to 0.1% or 0.5% (v/v) internal dioxane by assuming a hydrodynamic radius of 2.12 Å. The diffusion coefficient and hydrodynamic radii are reported as mean ± standard deviation over two independent measurements.

3.5. NMR Translational Diffusion Experiments. The diffusion coefficient of 0.5 mM [U-15N] GABARAP in the NMR buffer supplemented with 0.1% to 0.5% (v/v) dioxane as a reference was measured using 1D 1H pulse gradient stimulated echo longitudinal encode/decode (PG-SLED) translational diffusion experiments with individual rectangular-shaped or bipolar sine-shaped encode/decode gradients and suppression of the H2O resonance by WATERGATE or weak presaturation at 600 MHz, 25.0 °C. The methyl group region in the 1D 1H spectra was integrated, and the resulting intensities as a function of gradient strength were fit by a Gaussian decay. As described in more detail in Supporting Information section 1, the decay constants from these fits were converted into diffusion coefficients on the basis of the absolute strength of the pulsed field gradients, which had been calibrated from a diffusion experiment on D2O using the known diffusion coefficient 1.9 × 10−5 cm2/s at 25.0 °C. The resulting diffusion coefficients Dfluo were determined values by 2%, a typical systematic error described 

3.6. Samples for Fluorescence Spectroscopy. Fluorescence measurements were performed with approximately 0.5 μM GABARAP (total protein concentrations including both labeled and unlabeled molecules) and up to 1.3 mM GABARAP for crowding experiments, in 25 mM sodium phosphate, 100 mM KCl, 100 mM NaCl, pH 6.9. Due to the different sensitivity of the methods, the fluorescent portion of the molecules was adjusted to approximately 50 nM for the fluorescence anisotropy measurements, whereas the confocal experiments (FCS) were performed at concentrations that were at least 10 times lower.

3.7. Fluorescence Anisotropy Decay r(t). Note that in time-domain fluorescence spectroscopy the time recorded in time correlated single photon counting is usually referred to as t. However, as outlined in this work, it is actually a correlation time τf so that we keep this nomenclature for consistency. As the fluorescence decay starts usually at time t = 0 (defined by the excitation pulse), this value is omitted for convenience and the time-resolved fluorescence decay is written as F(t+τf) = F(t).

Polarization-resolved ensemble fluorescence decays were recorded using a FluTime300 fluorescence lifetime spectrometer (PicoQuant, Berlin, Germany) equipped with a pulsed super continuum laser SuperK Extreme (NKT Photonics, Denmark) as a light source running at 19.51 MHz and a wavelength of 485 nm in a temperature-stabilized cell at 20.0 ± 0.1 °C. Typically, a total amount of 1.5 × 106 photons in 8 ps bins were collected per sample for both p- and s-polarization, Fp(t) and Fs(t), respectively. The fluorescence and anisotropy decays were recovered by global fitting of the sum and difference curves according to

\[ F_{\text{sum}}(t) = F_p(t) + 2GF_s(t) = F_0 \]  
\[ F_{\text{diff}}(t) = F_p(t) - GF_s(t) = F_0 \ r(t) \]  

where G is the detection efficiency ratio between the parallel and perpendicular channel. The procedure is described by Sindert et al. Due to distinct local environments sensed by the flexibly coupled dye, the fluorescence decays F(t) were described by a triexponential decay with species fractions xi and fluorescence lifetimes τi:

\[ F(t) = F_0 \left( \sum_{i=1}^{3} x_i e^{-t/\tau_i} \right) \]  

Fluorescence anisotropy decays r(t) were described by a weighted sum of exponentials and the parameters obtained were converted into the product of triple-exponential decays with
rotational correlation times $\rho_{\text{trans}}, \rho_{\text{global}}$ and $\rho_{\text{global}}$ and the related amplitudes $r_{\text{trans}}, r_{\text{global}}$ and $r_{\text{global}}$ with $\Sigma r_i = r_0$:

$$r(t) = \frac{3}{\Sigma r_i} e^{-t/\tau} = r_i e^{-t/\tau_{\text{trans}}} + r_{\text{global}} e^{-t/\tau_{\text{global}}} + r_0 e^{-t/\tau_{\text{global}}}$$ \hspace{1cm} (41)

where $r_0 = 0.37$ is the fundamental anisotropy of BFL. For reliable calculation of order parameters, $\rho_{\text{global}}$ was fitted globally for all six GABARAP variants and the fluorescence order parameter was calculated as $S^2 = r_{\text{global}}/r_0$. With $C(t) = r(t)/r_0$ (see eq 3), eq 41 becomes equivalent to eq 19.

3.8. pFCS. Polarization-resolved full fluorescence correlation spectroscopy was performed for GABARAP F62C-BFL and I41C-BFL variants with a confocal laser scanning microscope (EV1000, Olympus) equipped with a single photon counting device with picosecond time-resolution (detectors, PDSCTC, Micro Photon Devices, Bolzano, Italy; counting electronics, HydraHarpp400, PicoQuant, Berlin, Germany) at 26 ± 1 °C. The sample was excited using the parked beam at 488 nm and the fluorescence was collected in s- and p-polarized channels, $F_s(t)$ and $F_p(t)$, respectively. Full cross-correlation, $G_{sp}(t)$, and $G_{ps}(t)$ were obtained according to Felekyan et al.106

$$G_{sp}(t) = 1 + \left( \frac{\delta F(t) - \delta F(t+t)}{\langle F(t) \rangle\langle F(t+t) \rangle} \right)$$
$$G_{ps}(t) = 1 + \left( \frac{\delta F(t) - \delta F(t+t)}{\langle F(t) \rangle\langle F(t+t) \rangle} \right)$$ \hspace{1cm} (42)

with the fluorescence fluctuations $\delta F(t) = F(t) - \langle F(t) \rangle$. The registered photon events were analyzed by employing a custom designed software package for multiparameter fluorescence spectroscopy, full correlation and multiparameter fluorescence imaging.106 The applied factorized fitting function (eq 31) models translational diffusion in a 3D-Gaussian volume element $G_{\text{trans}}(t)$, up to three temporary dark states $G_i(t)$, rotational diffusion of a spherical rotator $G_{\text{rot}}(t)$, and photon antibunching $G_a(t)$:

$$G(t) = 1 + \frac{1}{N} G_{\text{trans}}(t) \times G_{\text{trans}}(t) \times G_{\text{rot}}(t) \times G_a(t)$$

with

$$G_{\text{trans}}(t) = \left( 1 + \frac{t_{\text{trans}}}{t} \right)^{-1} \left( 1 + \frac{a t_{\text{trans}}}{t} \right)^{-1} \left( 1 + \frac{b t_{\text{trans}}}{t} \right)^{-1/2}$$
$$G_{\text{rot}}(t) = 1 + b_{\text{rot}} \left( 1 + \frac{t_{\text{rot}}}{t} \right) ^{-1} \left( 1 + \frac{C}{1 + C} e^{-t/\rho_{\text{global}}} + \frac{C}{1 + C} e^{-t/\rho_{\text{global}}} \right)$$
$$G_a(t) = 1 - b_1 e^{-t/b_1} - b_2 e^{-t/b_2} - b_3 e^{-t/b_3}$$
$$G_a(t) = 1 - a t$$ \hspace{1cm} (43)

Here, the observation volume is approximated by a 3D-Gaussian volume with $1/e^2$ rad in the lateral ($\omega_z$), and $\omega_z$ is the diffusion time, $b_{\text{rot}}$, and $b_{\text{trans}}$ are amplitudes and times of the bunching terms, $a$ and $t_{\text{trans}}$ are the amplitude and time of the antibunching term, and $\rho_{\text{trans}}$ and $\rho_{\text{global}}$ are the amplitude and correlation time associated with rotational motion. As described above, factorization of the model function (eq 31) is based on the assumption of well-separated time scales for antibunching ($t_{\text{trans}} \approx \tau_e$) and rotational correlation ($\rho_{\text{global}}$). With $t_e \approx 5$ ns and $\rho_{\text{global}} \approx 7$–10 ns this condition is not sufficiently met in our case. Thus, parameters for an ideal spherical rotator ($S = 0.3, C = -0.519$) were not used. Instead, to compensate for distortions by coupling between antibunching and rotational terms due to overlapping time scales, the two parameters $S = 0.65, C = -0.97$ were determined in a series of simulations. In addition to the shape of the correlation function, its apparent relaxation time is also affected by this coupling. By comparing simulated rotational correlation times with results obtained by fitting the model function to the simulations, we generated calibration data to derive correct rotational correlation times from the fit to the measured data (see Figure S2B).

3.9. Prediction of the Global Rotational Diffusion from the Molecular Shape. Using the HYDROPRO software,107 the global rotational correlation time was calculated as $\rho_{\text{global}} = 8.91 \pm 0.11$ ns at 20.0 °C (7.78 ± 0.10 ns at 25.0 °C). To this end, several PDB structures were used (PDB IDs: 1GNU,108 1KOT,109 1KLV,109 1KM7,110 and 3D32109), the temperature set to 20.0 °C (25.0 °C), the viscosity to $\eta = 1.002$ mPa s ($\eta = 0.890$ mPa s), and harmonic means of relaxation times were averaged.

3.10. Molecular Dynamics Simulations. To gain a more detailed structural understanding of the nature of GABARAP dynamics we performed multiple MD simulations on the nanosecond and sub-microsecond time scale using Gromacs version 4.6.5.111 The initial coordinates were taken from the PDB structure with ID 1GNU as this structure seems to have well-defined salt bridges and hydrogen bonds. However, the C-terminal region folds back toward the N-terminus in the crystal structure 1GNU, thereby forming a conspicuous salt bridge between the terminal carboxyl group and the terminal amino group. A stable salt bridge between the terminal groups is at variance with the NMR structure (PDB ID 1KOT) and dynamics (see below) of GABARAP, suggesting that the salt bridge between the termini featured in the 1GNU crystal structure is not stable in solution. To alleviate any conformational sampling issues that might arise from starting from a potentially artificial local energy minimum, we decided to remove this salt bridge by simulating GABARAP-I instead, which lacks the C-terminal residue L117. The Amber99SB-ILDN112 force field and the TIP3P113 water model were used. The protein was centered in a cubic box with a minimum solute-to-wall distance of 1 nm. Water was added to the system as well as sodium and chloride ions to neutralize the system and to achieve a salt concentration of approximately 150 mM. The mass of all protons was increased to 4 u in order to remove the fastest degrees of freedom. After energy minimization and equilibration at a temperature of 27 °C and pressure of 1 bar, multiple MD simulations were started in the NVT ensemble with the temperature kept at 27 °C via a Nosé–Hoover thermostat. Each simulation started from the same conformation with initial velocities randomly generated from a Maxwell distribution at 27 °C. The equations of motions were integrated with a time step of 2 fs and snapshots saved every 5 ps. Electrostatic interactions were calculated with the particle mesh Ewald algorithm, using a Fourier grid spacing of 0.12 nm and a cutoff of 0.9 nm for the short-range interactions. The same cutoff was used for the calculation of the van der Waals interactions. All bond lengths were constrained with the LINCS algorithm.114 In total, 40 short MD simulations of 75–79 ns in length and 15 long simulations of 565–880 ns in length were run, amounting to a total of 11.7 μs of collected fast GABARAP dynamics.
3.11. Calculation of $S^2$ Order Parameters from MD Simulations. To compute $S^2$ order parameters, the MD trajectories were divided into 1100 subtrajectories of 10 ns length each. This is more than 3 times longer than the rotational correlation time that GABARAP experiences in the MD simulations. Nevertheless, we tested that the usage of longer subtrajectories of 20 ns length did not affect the results. N–H bond vector autocorrelation functions were computed according to eq 8, where $\rho(t) \equiv \rho_S(t)$ is the normalized bond vector time $t$. We calculated the $S^2$ order parameters using both total and internal correlation functions. Internal correlation functions $C_{int}(t)$, which only capture internal N–H bond vector motions, were computed from trajectories that had been superimposed on the starting structure of each subtrajectory by minimizing the $C_\alpha$ root-mean-square deviation (RMSD), thereby removing overall rotational motion of the protein. $S^2$ order parameters were then computed for each subtrajectory as

$$S^2 = \lim_{t \to \infty} C_{int}(t) \approx C_{int}(5 \text{ ns}) \quad (44)$$

and were subsequently averaged over all subtrajectories. Total correlation functions $C(t)$ were evaluated from the raw trajectories including protein rotations (see eq 9). They were first averaged over all subtrajectories and then fitted to multiexponential decays as given in eq 19. However, $C(t)$ was not fitted for all bond vectors using three decays. Instead, the number of exponential decays, ranging from one to three, was chosen for each bond vector individually in order to avoid overfitting of the data. The best-fit model was selected on the basis of the Akaike information criterion (AIC) 118 (see Supporting Information section 2 for more information).

For the calculation of the order parameters for side chains from the MD trajectories, the correlation functions of the side-chain bond vectors between heavy atoms were fitted to multiexponential decays following the same approach as for the N–H bond vectors above. Except for alanine, the $C_\alpha$–$C_\delta$ bond was omitted from the computation as it is directly correlated to the backbone dihedral angle rotations. Fast-rotating groups like the carboxyl groups of aspartate and glutamate were excluded. Moreover, bonds in aromatic rings, which can change their orientation as a result of overall ring rotation, but which are not representative of the overall side-chain conformation, were also not considered. The $C_\gamma$–$C_\delta$ bonds in phenylalanine and tyrosine are a good example for such bonds. The resulting $S^2$ values were averaged over all the bonds considered per side chain to obtain the corresponding side-chain order parameter.

For the calculation of $S^2$ order parameters from the MD trajectories we developed the Python software MOPS$^2$ (Molecular Order Parameters $S^2$), which is available free of charge under the following URL: https://github.com/schilli/MOPS. MOPS$^2$ allows one to calculate internal and global correlation functions and to determine the $S^2$ order parameters from the internal correlation functions according to eq 44, by fitting the global correlation functions using the Lipari–Szabo model presented in eq 19 with the possibility to invoke this method together with the AIC$^2$ or by using the method presented by Palmer.$^{24}$ The latter method was not applied in the current work. More information on MOPS$^2$ is given in the Supporting Information (section 3).

4. RESULTS

Using an integrated NMR, fluorescence, and MD approach we obtained results reporting on the protein mechanics and hydrodynamics of GABARAP. The global diffusion of a protein is mainly described by the overall rotational correlation time $\rho_{\text{global}}$ in the approximation of a spherical molecule, whereas the internal motion is described by the order parameter $S^2$ and the internal correlation times $\rho_{\text{int}}$ and $\rho_{\text{fast}}$. $^{15}$N NMR spin relaxation, time-resolved fluorescence anisotropy or fluorescence correlation spectroscopy (FCS), and MD simulations all report on these fast-motional parameters. The order parameters $S^2$ account for the restriction of the motion of the N–H bond vectors in the case of $^{15}$N NMR spin relaxation data and of the dye attached to a side chain via a linker in the case of the fluorescence-based methods, while from MD simulations $S^2$ values are obtained for both N–H bonds and side chains.

4.1. NMR Spectroscopy. $^{15}$N Relaxation Analysis. Backbone $^{15}$N spin relaxation rates $R_1$ and $R_2$ and the $^{1}$H–$^{15}$N heteronuclear NOE values of 1.0 mM GABARAP at 600 and 900 MHz measured at 25.0 °C are shown in Figure 4. The $^{15}$N spin relaxation rates are consistent at both field strengths. The overall average of the $^{1}$H–$^{15}$N heteronuclear NOE values of GABARAP and GABARAP-I G116C (red), (B) longitudinal relaxation rates $R_1$, and (C) transverse relaxation rates $R_2$ at 600 MHz (black) and 900 MHz (blue). Regular secondary structure elements are depicted on top of panel (A).
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Figure 4. Backbone amide $^{15}$N relaxation data of GABARAP as a function of residue number. (A) $^{1}$H–$^{15}$N heteronuclear NOE values of GABARAP and GABARAP-I G116C (red), (B) longitudinal relaxation rates $R_1$, and (C) transverse relaxation rates $R_2$ at 600 MHz (black) and 900 MHz (blue). Regular secondary structure elements are depicted on top of panel (A).
The MD trajectories are presented, revealing the structure of GABARAP (PDB 1GNU) (data not shown). In the protein as represented by the tensor of inertia of the crystal, isotropic but is best described by an ellipsoid model with principal components of

\[ \rho_0 = 9.76 \text{ ns}, \quad \rho_1 = 10.00 \text{ ns}, \quad \rho_2 = 9.76 \text{ ns}, \quad \rho_3 = 9.08 \text{ ns} \]

Error bars denote standard error. (B) Structural representation of GABARAP with the coloring changing from blue for the N-terminus via green to red for the C-terminus. The side chains of residues discussed in detail in this work are shown as sticks. In the right figure, several snapshots (in gray) from the MD trajectories are presented, revealing flexible regions. (C) GABARAP is colored on the basis of the backbone \( S^2 \) using four discrete categories as indicated by the legend.

additional residue, I41 in a loop region in spatial proximity to the C-terminal region. \( \{^1\text{H}\}^{15}\text{N} \) NOE values below 0.65 indicative of increased backbone mobility\(^{31}\) are further observed for the N-terminal region and the loop between helix \( \alpha_3 \) and strand \( \beta_2 \). In addition to low \( \{^1\text{H}\}^{15}\text{N} \) NOE values, the disordered C-terminal region also displays significantly elevated longitudinal \( ^1\text{H} \) relaxation times, \( T_2 \). The C-terminal residue, L117, and I41 in the loop nearby also show the slowest transverse \( ^1\text{H} \) relaxation rates, \( T_1 \). Several residues in the N- and C-terminal regions as well as N82 in the loop between strand \( \beta_3 \) and helix \( \alpha_4 \) exhibit conspicuously elevated \( ^1\text{H} \) \( T_1 \) rates at 25.0 °C due to large contributions from chemical exchange on the millisecond time scale to the \( ^1\text{H} \) line width. Unfortunately, the extensive chemical exchange line broadening has a negative influence on the signal-to-noise ratio of the observed NMR resonances and hence on the experimental uncertainties of the spin relaxation data in the N-terminal region. Importantly, the \( \{^1\text{H}\}^{15}\text{N} \) NOE values of GABARAP and GABARAP-I G116C are virtually identical within error, indicating that the dynamics of the backbone on the picosecond time scale is fully conserved upon cleavage of L117 by the ATG4 family of proteases.

**Model-Free Analysis.** Detailed analysis of the \( ^1\text{H} \) relaxation data based on the Lipari–Szabo-type “model-free” approach (eq 23) reveals that the rotational diffusion tensor is not completely isotropic but is best described by an ellipsoid model with principal components of \( D_{xx} = 1.60 \times 10^7 \text{ rad/s}, \quad D_{yy} = 1.68 \times 10^7 \text{ rad/s}, \quad D_{zz} = 1.93 \times 10^7 \text{ rad/s} \) at 25.0 °C (Table S1), corresponding to five rotational autocorrelation times of \( \rho_{-2} = 10.19 \text{ ns}, \quad \rho_{-1} = 10.00 \text{ ns}, \quad \rho_0 = 9.76 \text{ ns}, \quad \rho_{+1} = 9.08 \text{ ns}, \quad \rho_{+2} = 9.07 \text{ ns}. \) The orientation (principal axes) of the rotational diffusion tensor agrees closely with the overall shape of the protein as represented by the tensor of inertia of the crystal structure of GABARAP (PDB 1GNU) (data not shown). In the spherical approximation this rotational diffusion tensor reduces to an isotropic rotational diffusion constant \( D_{rot} = (D_{xx} + D_{yy} + D_{zz})/3 = 1.74 \times 10^7 \text{ rad/s}, \) corresponding to a global rotational correlation time \( \rho_{global} = 1/(6D_{rot}) = 9.60 \text{ ns}. \) Assuming a viscosity of \( \eta = 0.911 \text{ mPa s} \) interpolated for 10% D\(_2\)O at 25.0 °C,\(^{103}\) this corresponds to a hydrodynamic radius (eq 20) of \( R_{h,rot}^{(NM)} = 21.8 \text{ Å}, \) indicating predominantly monomeric GABARAP molecules. Besides the global diffusion properties, model-free analysis provides the generalized order parameters, \( S^2 \), which reports on the local backbone mobility (Figure 5A, red squares). The average order parameter of \( (S^2) = 0.84 \pm 0.01 \) indicates high motional restriction of the orientation of most amide bond vectors, particularly in the regular secondary structure elements. In contrast, residues at the C-terminus, and in the two loops between strands \( \beta_1 \) and \( \beta_2 \) and between helix \( \alpha_3 \) and strand \( \beta_3 \) exhibit enhanced flexibility as revealed by low-order parameters. Most notably, I41 in the loop close to the C-terminal region shows a very low \( S^2 \) value of 0.37, which is in the same range as the order parameters of the C-terminal residues G116 and L117.

**NMR Translational Diffusion.** The hydrodynamic radius of GABARAP was additionally determined by translational diffusion experiments (see section 3.5 and Supporting Information section 1) at a lower protein concentration of 0.5 mM. Analysis of the resulting diffusion coefficient \( D_{trans}^{(NM)} = (1.16 \pm 0.02) \times 10^{-10} \text{ m}^2/\text{s} \) based on the Stokes–Einstein relation (eq 21) requires knowledge of the solvent viscosity, which is estimated to be \( \eta = 0.911 \text{ mPa s} \) for a mixture of 90% H\(_2\)O and 10% D\(_2\)O.\(^{103}\) In this case the hydrodynamic radius is calculated as \( R_{h,trans}^{(NM)} = 20.7 \pm 0.2 \text{ Å}, \) corresponding to \( \rho_{global} = 8.2 \pm 0.3 \text{ ns} \) under these conditions.

**4.2. Fluorescence Spectroscopy: Fluorescence Anisotropy and pFCS.** We apply two complementary fluorescence techniques\(^{19,120}\) to map depolarization dynamics of proteins.
The wobbling-in-cone model has been shown to be the most informative for interpreting order parameters28,29,36 (Figure 6A). This assumption appears to be appropriate, because the transition dipole direction of the BFL chromophore is parallel to the molecular long axis121 and the correlation time and internal dynamics. To this end, we attached fluorescence assuming a diffusing rigid sphere, rigid attachment of the fluorophore $S^2 = 1$, and the following parameters: fluorescence lifetime $\tau_{fl}$ = 5.35 ns, focal volume radius $\sigma_0$ = 0.5 µm, and fundamental anisotropy $r_0$ = 0.37 (gray line, eq 37). The condition of $S^2 = 1$ is not achieved, and hence, the deviations of steady-state anisotropy $r_a$ from the ideal line (black) occur for all measured GABARAP variants. Note that the deviations depend on the rigidity of the fluorophore attachment ($S^2$) (Table 1). (C) Time-resolved anisotropy $r(t_a)$ of the variants I41C-BFL and F62C-BFL. The variant F62C is characterized by a slower anisotropy decay and larger amplitude of the global rotational di 2 (Table S2B). As parameters were retrieved by global fitting to sum and difference curves (eq 39), the time-resolved anisotropy and weighted residuals are displayed for visualization purpose only. Analysis of $\rho_{global}$ enables overcoming limits of the steady-state anisotropy regarding the flexibility of fluorophore attachment. (D) Cross-correlation curves $G(t_a)$ from pFCS were fit by a rotation model ($\rho_{global}$ is marked by the dashed gray line). Note the difference in contrast between $G_p(t_a)$ and $G_l(t_a)$ of variants F62C-BFL and I41C-BFL (see insets for magnification) caused by the significantly higher internal mobility of the dye in the case of I41C-BFL. Top panels in (C) and (D) show the weighted residuals of the fit.

Table 1. Species-Averaged Fluorescence Lifetime ($\tau_{fl}$) and Fluorescence Anisotropy Decay Parameters According to Eqs 19 and 38–41

<table>
<thead>
<tr>
<th>residue</th>
<th>$\langle \tau \rangle$ [ns]</th>
<th>$r_m$</th>
<th>$S^2_{fast}$</th>
<th>$r_0$ [ns]</th>
<th>$S^2_{slow}$</th>
<th>$\tau_{slow}$ [ns]</th>
<th>$\rho_{global}$ [ns]</th>
</tr>
</thead>
<tbody>
<tr>
<td>V4C</td>
<td>5.20</td>
<td>0.058</td>
<td>1</td>
<td>0.21</td>
<td>0.63</td>
<td>2.58</td>
<td>0.35</td>
</tr>
<tr>
<td>E7C</td>
<td>5.33</td>
<td>0.085</td>
<td>1</td>
<td>0.32</td>
<td>0.60</td>
<td>3.31</td>
<td>0.21</td>
</tr>
<tr>
<td>K13C</td>
<td>5.34</td>
<td>0.103</td>
<td>1</td>
<td>0.23</td>
<td>0.66</td>
<td>1.95</td>
<td>0.34</td>
</tr>
<tr>
<td>I41C</td>
<td>5.17</td>
<td>0.060</td>
<td>1</td>
<td>0.22</td>
<td>0.47</td>
<td>1.37</td>
<td>0.16</td>
</tr>
<tr>
<td>G116C</td>
<td>3.77</td>
<td>0.093</td>
<td>1</td>
<td>0.31</td>
<td>0.69</td>
<td>4.12</td>
<td>0.33</td>
</tr>
<tr>
<td>F62C</td>
<td>5.69</td>
<td>0.173</td>
<td>1</td>
<td>0.25</td>
<td>0.86</td>
<td>4.05</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

All fit parameters of the detailed time-resolved fluorescence decay analysis are compiled in Table S2. The decays are plotted in Figure S3B.

from picoseconds to milliseconds in order to unravel their global correlation time and internal dynamics. To this end, we attached the dye BFL as an extrinsic fluorophore to individual cysteine side chains for five GABARAP variants with mutations at the residues V4C, E7C, K13C, I41C, or F62C of full-length GABARAP and G116C of GABARAP-I. Time-resolved fluorescence anisotropy, as being sensitive to rotational correlation times similar to or shorter than the excited-state lifetime of the fluorophore, $\tau_{fl}$, can distinguish fast internal motions from motions slower than $\tau_{fl}$ (see Figures 2A and 3A). For describing the motion of a dye with a short linker in a restricted environment, the wobbling-in-cone model has been shown to be the most informative for interpreting order parameters28,29,36 (Figure 6A). This assumption appears to be appropriate, because the transition dipole direction of the BFL chromophore is parallel to the molecular long axis121 and the attachment of the linker to the fluorophore is asymmetric. For estimating the relative contributions of internal and global motions to depolarization, we determine the deviation of measured steady-state anisotropy from theoretical steady-state anisotropy $r_a(t_{sum})$ (see eq 37 and Figure 6B).

Fluorescence Lifetime $\tau$ and Anisotropy $r$. The measurements of the fluorescence lifetime indicated that our labeling strategy was successful and the dye is only weakly perturbed by the coupling. Although we observed multieponential fluorescence decays of the tethered BFL for all positions (see Tables 1 and S2C), which required three exponential components (eq 40), in most GABARAP variants the fluorescence decay of BFL has only small fractions of shorter fluorescence lifetimes resulting from quenching. This leads to long species-averaged fluorescence lifetimes $\langle \tau \rangle$ ranging between 5.2 and 5.7 ns and a high fraction of unquenched dye species $x_{fl} > 87\%$, while the lifetime of the free dye is $\tau \approx 5.9$ ns. The variant GABARAP-I G116C with BFL at the flexible C-terminus has exceptional properties with only 65% of unquenched species and $\langle \tau \rangle$ = 3.8 ns (see Table S2C).

The order parameters of the six variants determined from the analysis of $r(t_a)$ using eqs 39–41 and transformation according to eqs 3 and 19 are compiled in Table 1 (decays see Figure S3B, fit parameters see Table S2) and plotted in Figure 5A (green diamonds). The anisotropy decays exhibit two local relaxation processes with $\rho_{fast}$ ranging from 0.21 to 0.32 ns for the different variants and $\rho_{slow}$ ranging from 1.4 to 4.1 ns, with a global rotational correlation time $\rho_{global}$ = 9.0 ns fitted jointly for six variants. The most significant differences are observed between the anisotropy decay curves $r(t_a)$ of the dye attached to positions I41C and F62C (Figure 6C), showing a much faster decay for I41C. The $S^2$ values at residues V4C, E7C, K13C, I41C, and F62C of GABARAP and G116C of GABARAP-I show various extents of rigidity, with F62C-BFL being the most rigid residue ($S^2 = 0.66$) and I41C-BFL being the most flexible ($S^2 = 0.16$). Order parameter and global rotation are correlated in our model.
so that the statistical error of the fitting procedure is high. Moreover, for positions with lower order parameter, the global rotation can be determined less precisely. To reduce the uncertainty of the parameters, it is convenient for molecules with a nearly spherical shape to approximate rotation by a single average global rotational correlation time which is computed in the joint fit for all six variants. Note that determination of slow global correlation times by fluorescence anisotropy decay analysis is extremely sensitive to instrumental factors such as the G-factor in eq 38 and 39. Therefore, the G-factor was calibrated by repeated measurements while the setup and sample were not disturbed during the measurement procedure. In repeated measurements of the variant F62C with the largest $S^2$ value, the global correlation time was determined to be $\rho_{\text{global}} = 9.2 \pm 0.4$ ns at 20 °C, i.e., $8.0 \pm 0.4$ ns converted for 25 °C.

$pFCS.$ We studied the most distinct GABARAP variants labeled at the positions I41C and F62C by analyzing the two polarization-resolved full cross-correlation curves $G_{\text{ff}}(t_c)$ and $G_{\text{tt}}(t_c)$ (eqs 42 and 43, Figure 6D). The flexibility of the I41C side chain results in virtually complete loss of polarization contrast, so that the difference between the cross-correlation curves $G_{\text{ff}}(t_c)$ and $G_{\text{tt}}(t_c)$ and the corresponding correlation amplitudes $b_{\text{rot}}$ (eq 43) becomes very small in Figure 6D, whereas the two curves for F62C are clearly distinct in the time range of 10 ns, which is a hallmark for fast rotational motions (Table S3). These findings agree fully with the time-resolved anisotropy measurements. A detailed curve analysis including simulations for calibration of the cross-correlation effects between the antibunching and rotational diffusion terms (see section 3.8 and Figure S2A,B) revealed $\rho_{\text{global}} = 6.7^{+2.3}_{-1.3}$ ns at 26 °C for the F62C variant ($\rho_{\text{global}} = 6.9^{+2.1}_{-1.7}$ ns converted for 25 °C).

**FCS Translational Diffusion.** In addition, we measured also fluorescence correlation curves for determining the translational diffusion coefficient of labeled GABARAP from the FCS diffusion term (see Supporting Information section 4). We measured correlation curves at a range of low irradiances (Figure S4) to exclude saturation effects for determining an average translational diffusion time ($t_{\text{trans}} = 0.720 \pm 0.013$ ms, which corresponds to a translational diffusion coefficient of $D_{\text{trans}} = (1.18 \pm 0.09) \times 10^{-10} m^2/s$ at 25 °C.

**4.3. MD Simulations. Backbone $S^2$ Order Parameters.** The N–H bond vector order parameters, $S^2$, computed from multieponential fits to the total correlation function $C(t_c)$ derived from the MD simulations are generally in very good agreement with those derived from NMR spectroscopy (Figure 5A). Larger deviations are mainly present at the termini and in other flexible regions. The $S^2$ values obtained from the internal correlation functions as $C_{\text{int}}(S)$ (eq 44) are not shown because they are virtually indistinguishable from the $S^2$ values from the multieponential fits to $C(t_c)$, with a root-mean-square deviation of 0.014 and a Pearson correlation coefficient of 0.99. Rigid N–H bonds are often but not always overfitted when more than the global exponential decay is used, while more complex models with one or two additional internal decay times fit the flexible N–H bonds best (Figure 7A, Figure S5A–C). The most rigid part of GABARAP can be found in the core of the protein, formed by the β-sheet and parts of α, where most of the N–H bonds can be fitted by a global exponential decay only (Figure SSD). Many of the residues located in the various loops, however, require three decay times due to their inherent flexibility. In three of the four helices there are also residues that had to be fit by three decay times even though the corresponding backbone $S^2$ values are larger than 0.8, such as residues E17 and K24 in helix $\alpha_2$. Panels B–D of Figure 7 show histograms of the predicted correlation times. The fastest (i.e., initial) decay times for the N–H bond vector reorientations are shorter than the interval at which the structures sampled during the MD simulations were saved (5 ps). They are a result of fast internal motions like bond angle bending, which lead to fast changes of the N–H bond vector orientation represented in our fits by the order parameter $S_{\text{int}}^2$. The average value of the predicted global rotational correlation times, $\rho_{\text{global}}$ is 2.84 ns with a standard deviation of 0.20 ns and a standard error of 0.02 ns. The values for $\rho_{\text{global}}$ cluster narrowly around this average value for the residues fitted with only a global decay, while the range of $\rho_{\text{global}}$ for the residues fitted with internal decay times is larger, ranging from about 2 ns up to 3.4 ns (Figure 7B). The simulated global rotational correlation times have to be scaled by a factor of 2.80 ± 0.04 because the viscosity of the TIP3P water model used in our MD simulations is lower than that of real water. Therefore, the predicted global rotational correlation time is $\rho_{\text{global}} = 7.95 \pm 0.56$ ns at 27 °C (8.32 ± 0.59 ns at 25 °C). In Figure S6A the calculated $\rho_{\text{global}}$ values are color mapped onto the protein structure. Since the rotational diffusion tensor of GABARAP as determined by model-free analysis of the $^{15}$N NMR relaxation data is not completely isotropic (see above), $\rho_{\text{global}}$ is expected to be larger (slower) or smaller (faster) than the isotropic value depending on whether the corresponding N–H bond vector is aligned parallel or perpendicular, respectively, to the fastest principal axis ($D_{\text{xx}}$) of the rotational diffusion tensor. The strong correlation with the rotational autocorrelation times predicted from the experimentally determined rotational diffusion tensor (Figure 8C) demonstrates that the variance in $\rho_{\text{global}}$ extracted from the MD trajectories primarily reflects the anisotropy of rotational diffusion. The single conspicuous outlier in the distribution of $\rho_{\text{global}}$ from MD simulations (Figure 7B) is G116 with 1.96 ns, for which the internal motions appear to be sufficiently slow to be entangled with the global rotational motion (i.e., the factorization of eq 9 is
Figure 8. Hydrodynamics of GABARAP. (A) Temperature dependence of \( \rho_{\text{global}} \) obtained by NMR (corrected by 18% factor), fluorescence spectroscopy, and MD shows good agreement with structure-based prediction tools (HYDROPRO) across various temperatures. (B) Molecular relation between relative rotational diffusion \((D_{\text{rot}}(\varphi)/D_{\text{rot}}(0) = \rho_{\text{global}}(0)/\rho_{\text{global}}(\varphi))\) and concentration (volume fraction, \( \varphi \)) and type of cosolute as obtained from fluorescence anisotropy decays. The difference in interaction strength is visualized as the slope of the solid lines \((h_{\text{GABARAP}} 41.2 \pm 1.6, h_{\text{Dextran}10} 13.9 \pm 1.0, h_{\text{Dextran}15} 7.5 \pm 0.5, h_{\text{Dextran}20} 9.4 \pm 0.6).\) A large deviation from the theoretical relation for hard spheres (black line; \( h = 0.41 \) to 0.7) is clearly visible. (C) The strong correlation between the distribution of residue-specific \( \rho_{\text{global}} \) calculated from MD trajectories (abscissa) and back-calculated from the fully anisotropic rotational diffusion tensor from NMR relaxation (ordinate) with a Pearson correlation coefficient (PCC) of 0.82 reveals that NMR spectroscopy and MD simulations are both sensitive to the anisotropy of the rotational diffusion of GABARAP. Tyr115 and Gly116 have been omitted from this analysis because their conformation in the PDB structure 1GNU used as a basis for the NMR analysis appears to be a crystallization artifact, as indicated by MD simulations. (D) Hydrodynamic radii \( R_{\text{h,rot}} \) (dotted black line) and \( R_{\text{h,trans}} \) (dashed black line) calculated for the prolate ellipsoid of revolution with semiaxes of 23.0 and 15.2 Å (equivalent sphere: \( R_{\text{eq}} = 17.5 \) Å), which has approximately the same tensor of inertia as the crystal structure of GABARAP (PDB 1GNU) after addition of hydrogens, as a function of the thickness of the hydration shell, \( S_o \). \( R_{\text{eq,trans}} = F_{\text{rot}} \times R_{\text{eq}} \) and \( R_{\text{eq,trans}} = F_{\text{trans}} \times R_{\text{eq}} \) with the shape factors \( F_{\text{rot}}(S_o) \) and \( F_{\text{trans}}(S_o) \) and \( R_{\text{eq}} = \frac{1}{2} ((15.2 \text{Å} + S_o)^2 \times (23.0 \text{Å} + S_o)) \) (details see Supporting Information section 7). Diamonds represent the hydrodynamic radii predicted by HYDROPRO; horizontal lines, the experimentally determined hydrodynamic radii. (E) Solvated GABARAP is shown (water molecules in gray). The green circle indicates the radius of gyration, \( R_{\text{gyr}} \), while the red circle represents the radius \( R_{\text{eq}} \) of the equivalent sphere of equal volume. The hydrodynamic radius obtained from time-resolved fluorescence anisotropy, \( R_{\text{h,corr}}^{(fi)} \), is shown as a blue circle.

Figure 7C shows the internal correlation times for the MD side-chain order parameters. The order parameters for the side chains were calculated from MD simulations in the same way as for the N–H bond vectors in Table 2 and Figure 5A the results are given for those residues for which \( S^2 \) values were also determined using fluorescence, while in Figure 5C the MD results for all side chains can be seen. The MD-derived \( S^2 \) values were averaged over the individual side-chain bonds. The numbers in Table S4 indicate that the \( S^2 \) values for the individual bonds per side chain are generally close to each other so that their average is representative for that side chain.

Exceptions are the long side chains of solvent-exposed and charged residues like K13 and R40. Here, some bonds are rather flexible while others do not reorient much. Table 2 further shows that, unlike for the N–H bond vectors, in most cases three exponential decays are required for fitting the total correlation function \( C(t) \) given in eq 19, which reflects the generally higher flexibility of the side chains compared to that of the protein backbone. The average and standard deviation of the \( S^2 \) values for the side chains is 0.69 ± 0.21 while the same values for the backbone amide groups are 0.86 ± 0.07. However, while for most residues the side chains are more flexible than the backbone (see Figure S7), there are cases like I41 for which it is the other way around. In general, the flexibilities of the N–H bond vectors and the side chains are not correlated as the low Pearson correlation coefficient of 0.206 between the \( S^2 \) values for the backbone and side chains reveals.

The MD side-chain order parameters match the fluorescence-derived \( S^2 \) values remarkably well, with the exception of values for 141 (Figure SA), whose side chain is almost completely rigid in the MD simulation \( (S^2 = 0.90) \), while the fluorescence...
decays, while three decays resulted from the other CB-CG bond.

the R40 hydrogen bonding. All other backbone dihedral angles of the CB-CG bonds, the correlation function was

Backbone conformation of I41 and R40. (A) The chromophore attached to this residue is almost completely flexible ($S^2 = 0.16$). The MD trajectories show that the side chain of I41 is deeply buried inside a hydrophobic pocket pointing toward the protein core, which reduces the solvent accessible surface area (SASA) of I41 by 89% compared to that of an isolated isoleucine. The stable hydrophobic packing in this position prevents any motions of larger amplitude. The backbone N–H bond of I41, however, shows very-low-order parameters in MD ($S^2 = 0.60$) and NMR ($S^2 = 0.59$) because it fluctuates between two stable conformations by rotations about the R40 $\Psi$ and I41 $\Phi$ backbone dihedral angles (Figure 9A), facilitated by the fact that this NH group is not involved in hydrogen bonding. All other backbone dihedral angles of residues 39–42 are restricted to a single stable conformation (Figure 9B). These restrictions are due to interactions of the side chain of K35 with the backbone oxygen of I41 as well as hydrogen bonds between the side chain of D111 and both the NH group of R40 and its side chain. The most obvious explanation for the discrepancy between MD and fluorescence order parameters for the I41 side chain is that the mutation of I41 to cysteine with the bulky chromophore BFL attached to it disrupts the hydrophobic packing as present in the wild-type protein, thereby causing the chromophore to become exposed to the solvent and highly mobile. For comparison, the nearest neighbor R40 is more solvent-exposed with a relative SASA of 52% and therefore more mobile, leading to a simulated side-chain $S^2$ value of 0.51 (Figure 5A). Figure S8 confirms that the $S^2$ values of the side chains are inversely correlated to their SASA. Large side-chain $S^2$ values exceeding 0.8 are preferentially found in the core of the protein, whereas values below 0.4 occur mostly for solvent-exposed side chains on the protein surface. In Figure S8D the side-chain $S^2$ values are plotted versus (1 − SASA), where SASA is given for the side chains relative to their solvent accessibility in the isolated amino acids. The correlation between $S^2$ and (1 − SASA) is confirmed by a Pearson correlation coefficient of 0.71. Another noteworthy residue is F62 in helix $\alpha_4$, for which we find a medium solvent accessibility of 51% but with the side chain being oriented toward the solvent (Figure 5B) and an intermediate side-chain mobility of $S^2 = 0.62$. Together with the highly rigid backbone in this helix, this was our motivation to probe the side-chain flexibility in this position experimentally with a fluorescence chromophore. The almost perfect agreement between simulation and experiment confirmed that our fluorescence approach is able to measure variations in side-chain flexibility as long as their hydrophobic packing is not disrupted by the introduction of the chromophore.

Interpretation of the Internal Decay Times. The MD data allow extracting the origin of the motions leading to $\rho_{fast}$ and $\rho_{slow}$ for all N–H bond vectors and side chains. Here, we limit this analysis to two representative examples. One of them is the aforementioned fluctuation of the backbone of R40/I41 between two stable states of the peptide plane (Figure 9). An analysis of the lifetimes of these two states reveals that the fast correlation time $\rho_{fast} = 13$ ps results from the fast interconversion between these two (R40 $\Psi$, I41 $\Phi$) states. The slow correlation time, which is an order of magnitude larger than $\rho_{fast}$ ($\rho_{slow} = 173$ ps), arises from the motion of the loop to which I41 belongs. A similar situation is, for example, evident for the N–H bond vector motion of A75, which was fitted with the two internal decay times $\rho_{slow} = 651$ ps and $\rho_{fast} = 36$ ps. Again, the slow and fast correlation times result from the flexibility of this loop region and internal backbone motions, respectively. Here, it is mainly the torsion angle A75 $\Phi$, which fluctuates between $−140^\circ$ and $−80^\circ$. However, since the carbonyl oxygen of D74 forms one or more H-bonds to the side chain of R65 80% of the time, this motion is somewhat slower than the backbone motion in I41. Comparison of the correlation times to those obtained from fluorescence (Table 1) and NMR (Table 3) reveals similarities but also differences between them, which will be discussed in section 5.3.

5. DISCUSSION

5.1. Common Theoretical Framework and Practical Considerations. In section 2 we have provided a common theoretical framework and analysis for the overall rotational diffusion and internal protein dynamics as determined by NMR
relaxation, fluorescence spectroscopy, and MD simulations. In practice, however, the sample conditions and the procedures to extract quantitative motional parameters differ significantly. NMR spectroscopy provides high-resolution three-dimensional structures and insight into global macromolecular diffusion and local intramolecular motions from spin probes abundantly distributed over the entire protein (typically, on a per-residue basis) but requires highly pure and sufficiently stable samples with sample concentrations close to the millimolar range. In contrast, fluorescence spectroscopy is sensitive enough to be performed over at least 10 orders of magnitude in concentration (pico- to millimolar) but usually requires protein modification by attachment of a fluorescent probe if no intrinsic fluorophore is in the region of interest. Attachment of a small uncharged dye with a short linker such as BFL to a cysteine side chain occurring naturally or introduced via site-directed mutagenesis allows quantification of overall and internal dynamics by analyzing the fluorescence anisotropy decay from time-correlated single photon counting (TCSPC) experiments or the correlation curves from pFCS. As explained above, fluorescence anisotropy decay is limited by the lifetime of the dye and hence particularly useful for the investigation of fast dynamics ranging from sub-nanoseconds to several nanoseconds, whereas pFCS is sensitive to slower motions beyond the upper limit of time-resolved anisotropy. Since the fluorescent dye is attached to a cysteine side chain, it reports on side-chain flexibility instead of the backbone amide bond reorientation most commonly probed by NMR relaxation experiments. Backbone and side-chain dynamics can differ significantly and are thus complementary to each other. An atomistic visualization and interpretation of the motional parameters measured by NMR and fluorescence spectroscopy can be obtained from MD simulations, thereby revealing the nature and functional relevance of the experimentally detected protein motions.

5.2. Benchmarking of Overall Rotational Diffusion and Hydrodynamics. Our benchmark study produced remarkably similar results for the overall rotational correlation times $\rho_{\text{global}}$ (Table 4, Figure 8A) and the $S^2$ order parameters describing the amplitude of internal motions (Figure 5A) obtained with the three approaches under study, demonstrating the reliability of each of these methods. Nonetheless, we also observed several instructive differences for one of the three approaches, which could readily be explained using the other two methods, thus providing us with valuable insight and guidelines for future studies.

The backbone dynamics of GABARAP on the picosecond to nanosecond time scale is dominated by rigid-body overall rotational diffusion. The rotational correlation times calculated from $r(t)$ and from MD simulations and predicted by HYDROPRO are identical within experimental error (Table 4, Figure 8A), with an average value of $\rho_{\text{global}} = 8.0 \pm 0.3$ ns in 100% H$_2$O at 25 °C. The global rotational correlation time of $\rho_{\text{global}} = 9.4 \pm 0.2$ ns determined from $^{15}$N NMR relaxation spectroscopy is 19% larger. This appears to be a very typical case because a literature survey of 17 proteins studied by both fluorescence and NMR spectroscopy showed that NMR relaxation resulted in approximately 18% larger rotational autocorrelation times than fluorescence anisotropy decay on average, which was attributed to the higher sample concentrations typically used in NMR spectroscopy to obtain a higher signal-to-noise ratio. The authors of this study pointed out that three different mechanisms contribute to any concentration dependence of rotational diffusion in a nonideal (i.e., not infinitely dilute) sample, namely, (i) general viscosity effects (also referred to as crowding or microviscosity), (ii) heterogeneous self-association mediated by nonspecific interactions, and (iii) specific self-association (dimerization, trimerization, etc.) mediated by specific interactions.

### Viscosity Effects, Crowding, and Self-Association.

Viscosity effects due to differences in solvent composition or temperature were corrected via the Stokes–Einstein–Debye equation (eq 20) using tabulated values.$^{103}$ To test for the presence of crowding effects, we measured the global rotational correlation time of GABARAP-F62C-BFL by TCSPC in the presence of

<table>
<thead>
<tr>
<th>method</th>
<th>5</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>26</th>
<th>27</th>
<th>30</th>
<th>35</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r(t)$ [ns]$^c$</td>
<td>9.2 ± 0.4</td>
<td>8.0 ± 0.4</td>
<td>6.9 ± 0.4</td>
<td>6.7 ± 0.4</td>
<td>7.5 ± 0.1</td>
<td>7.3 ± 0.1</td>
<td>8.0</td>
<td>8.3 ± 0.6</td>
</tr>
<tr>
<td>FCS [ns]$^d$</td>
<td>16.9 ± 0.2</td>
<td>12.3 ± 0.2</td>
<td>9.6 ± 0.1</td>
<td>9.4 ± 0.2</td>
<td>7.3 ± 0.1</td>
<td>8.0</td>
<td>8.3 ± 0.6</td>
<td>8.0 ± 0.6</td>
</tr>
<tr>
<td>NMR [ns]$^e$</td>
<td>16.4 ± 0.2</td>
<td>12.0 ± 0.2</td>
<td>7.8 ± 0.4</td>
<td>7.6 ± 0.4</td>
<td>7.4 ± 0.4</td>
<td>6.9 ± 0.4</td>
<td>6.1 ± 0.4</td>
<td></td>
</tr>
<tr>
<td>MD [ns]$^f$</td>
<td>14.2 ± 0.5</td>
<td>10.3 ± 0.6</td>
<td>8.9 ± 0.5</td>
<td>7.8 ± 0.4</td>
<td>7.6 ± 0.4</td>
<td>7.4 ± 0.4</td>
<td>6.9 ± 0.4</td>
<td>6.1 ± 0.4</td>
</tr>
</tbody>
</table>

$^c$Bold values indicate extrapolated with the Stokes–Einstein–Debye law. The viscosity of the buffer was approximated by using data for water at different temperatures,$^{126}$ scaled for the effect of dissolved salt ($η = 0.9000$ mPa·s for 248 mM NaCl/KCl (ratio 1:1) aqueous solutions at 25 °C$^{127}$)

$^d$GABARAP F62C-BFL approximately 50 nM and 0.5 μM unlabeled GABARAP. The error was determined by repeated measurements. The correction is outlined in Figure S2A.$^c$Fit to an ellipsoid diffusion model based on model-free analysis.$^{69,70}$ (the parameters are compiled in Table S1).$^e$Values extrapolated assuming NMR buffer with 100% H$_2$O.$^f$Values extrapolated to low concentration (18% correction after Damberg et al.$^{128}$).$^g$Mean and standard error from data in Figure 4B, scaled by a factor of 2.80 ± 0.04 to account for too low TIP3P-water viscosity (from Mao et al.$^{122}$, interpolated to 300 K).$^h$Average value obtained by HYDROPRO for the PDB IDs 1GNU, 3D32, 1KLV, 1KOT (including 5% error as declared by the authors.$^{107}$ for individual values see Table S5, here scaled for viscosity of the buffer by a factor 0.90/0.89).
three crowding agents of different molecular size, Dextran10 (10 kDa), Dextran40 (40 kDa), and bovine serum albumin (BSA, 66 kDa). Following the methodology described by Roosen-Runge et al. (see Supporting Information S5) we plot the relative rotational diffusion coefficient $D_{\text{rel}}(\varphi)/D_{\text{rel}}(0)$ versus the volume fraction $\varphi$ occupied by the crowding agent. The interaction strength is visualized as the negative slope $h$ of the solid lines (eq S5.1) in Figure 8B: $h_{\text{Dextran10}} = 7.5 \pm 0.5$, $h_{\text{Dextran40}} = 9.4 \pm 0.6$, $h_{\text{BSA}} = 13.9 \pm 1.0$. The theoretical relation for hard spheres (Figure 8B, black line) using specific size ratios of the distinct crowding agents and the solute gives a considerably smaller interaction strength with $h = 0.41 - 0.70$. This indicates that BSA and dextrans act as strong crowding agents and the effects depend on their molecular size. We then performed a titration with unlabeled GABARAP (14 kDa) up to the concentration range of the NMR measurements. The fact that the decrease of the rotational diffusion coefficient of GABARAP with increasing volume fraction is even stronger ($h_{\text{GABARAP}} = 41.2 \pm 1.6$) than for BSA and dextrans suggests that the elevated rotational autocorrelation times observed at high concentrations probe not only molecular crowding but also self-association of GABARAP molecules. Our experimental data do not readily discriminate between heterogeneous self-association and specific self-association mediated by specific interactions. A simple dimerization model already describes the concentration dependence of $\rho_{\text{global}}$ reasonably well, and we estimate the dissociation constant to be in the low-millimolar range (Supporting Information section 6, Figure S9). Self-association of GABARAP has been reported in the literature before and implicated in binding to tubulin and promoting its oligomerization into microtubules as well as GABARAP receptor clustering. More recent studies have shown that, upon membrane-anchoring, the proteins from the GABARAP/MAP1LC3/Atg8 family oligomerize together with other autophagy-related proteins, thereby mediating membrane tethering and hemifusion to form the autophagosomal membrane compartments required for protein degradation by (macro)autophagy. Note that while the millimolar bulk dissociation constant of soluble GABARAP is too weak to be physiologically relevant, anchoring of lipidated GABARAP-II molecules to developing autophagosomal membranes can easily result in local concentrations sufficient for effective tethering to other GABARAP-decorated membranes or to the microtubule cytoskeleton for vesicular trafficking. The insight gained from the integrated NMR, fluorescence, and MD study presented here thus constitutes an important stepping stone for a detailed investigation of the structural mechanism and functional role of the self-association of GABARAP-II anchored to suitable membrane mimetics such as nanodiscs or in cells.

On the basis of the fluorescence anisotropy experiments, one would expect an increase of $\rho_{\text{global}}$ by more than 70% at 1.0 mM GABARAP (Figure 8B and Figure S9), yet $\rho_{\text{global}}$ from $^{15}$N NMR relaxation is elevated by only 19%. This difference can be explained by the fact that the sensitivity of fluorescence anisotropy experiments does not depend on molecular size, whereas the fast transverse relaxation rates of stable oligomers are associated with substantially lower signals in the NMR spectra compared to the monomer. Thus, the experimentally determined relaxation rates are expected to predominantly reflect the monomeric form even in the presence of a moderate fraction of oligomers. Indeed, the moderate overestimation of $\rho_{\text{global}}$ by 19% for GABARAP appears to be a very typical case in the literature, so we used the average literature value of 18% to correct $\rho_{\text{global}}$ from NMR relaxation experiments for the influence of the high sample concentration in Table 4. Unless an accurate value for $\rho_{\text{global}}$ from NMR relaxation spectroscopy is an absolute requirement, our work thus suggests that in practice it will often be more efficient not to spend many weeks of often prohibitively expensive NMR measurement time on dilute samples or concentration series, especially if sample stability is an issue, but instead to record the NMR experiments on samples with high signal/noise ratio to obtain experimental values for the anisotropy of the rotational diffusion and internal motions and to complement the NMR experiments with fluorescence experiments and MD simulations to investigate concentration-dependent effects on $\rho_{\text{global}}$.

Shape Anisotropy. Whereas the determination of rotational diffusion parameters by fluorescence spectroscopy with a single chromophore is limited by the assumption of isotropic rotational diffusion, NMR relaxation spectroscopy and MD simulations probe a large number of bond vectors in the molecule simultaneously and depending on its orientation relative to the rotational diffusion tensor each bond vector will experience a slightly different rotational autocorrelation time if the rotational diffusion tensor is anisotropic (Figure 8C). The molecular shape of GABARAP deviates significantly from spherical geometry (Figure 8E). Accordingly, model-free analysis of the $^{15}$N NMR relaxation rates revealed a fully anisotropic rotational diffusion tensor, and this anisotropy is also observed in the MD trajectories (Figure 8C). In terms of magnitude, MD simulations appear to be even more sensitive to the anisotropy than $^{15}$N NMR relaxation because the variance in $\rho_{\text{global}}$ is larger (Figure 8C), which appears to be a property of the TIP3P water model. After addition of hydrogen atoms, the crystal structure of GABARAP (PDB 1GNU) has approximately the same tensor of inertia as a prolate ellipsoid of revolution with semiaxes of 23.0 and 15.2 Å and an equivalent sphere of $R_{\text{eq}} = \sqrt{\frac{(15.2)^2}{23.0}} = 17.5$ Å. Assuming a hydration layer of $S_\text{h} = 2.8$ Å, which reflects the van der Waals radius of an oxygen atom, we obtain an estimate for the equivalent sphere of hydrated GABARAP of $R_{\text{eq}} = \sqrt{\left(\frac{18.0}{25.8}\right)^2} = 20.3$ Å for the axial ratio of $P = 25.8$ Å/18.0 Å = 1.433 (Supporting Information section 7). Although this deviation from spherical geometry is significant and causes the rotational diffusion to be anisotropic, the effect of the corresponding shape factors for such an ellipsoid of revolution of $R_{\text{rot}} = 1.05$ and $R_{\text{trans}} = 1.01$ on the isotropic rotational diffusion coefficient, $D_{\text{rot,trans}} = 1/(6 \rho_{\text{global}})$, and on the translational diffusion coefficient, $D_{\text{trans,rot}}$ respectively, is actually smaller than typical experimental uncertainties. Moreover, $R_{\text{h,rot}} = \sqrt{\frac{R_{\text{rot}}}{R_{\text{eq}}}} \times R_{\text{eq}} = 1.02 \times R_{\text{eq}}$ is less than 1% larger than $R_{\text{h,trans}} = \frac{R_{\text{trans}}}{R_{\text{eq}}} = 1.01 \times R_{\text{eq}}$. In other words, the spherical approximation for $D_{\text{rot}}$ and $D_{\text{trans}}$ is generally justified for proteins with a moderate deviation from spherical geometry such as GABARAP.

Hydrodynamic Radii and Hydration Layer. We extended our benchmark study by measuring also translational diffusion by NMR and fluorescence spectroscopy to compare the results with our benchmark value of $\rho_{\text{global}} = 8.0 \pm 0.3$ ns for rotational diffusion. The spherical approximation allows us to compare rotational and translational diffusion coefficients obtained from different methods by converting $D_{\text{rot}}$ and $D_{\text{trans}}$ into hydrodynamic radii using eqs 20 and 21, respectively. The experimentally determined hydrodynamic radii are compiled in Table 5 and Figure 8D, together with the predictions from...
HYDROPRO. The hydrodynamic radii for rotation, \( R_{\text{h,rot}} \), and translation, \( R_{\text{h,trans}} \), as determined on 0.5 mM GABARAP, also agree with the results from other experimental and computational studies. The elevated rotational correlation time determined from \( ^{15} \text{N} \) relaxation experiments is indeed caused by the 2-fold increase in molecular size compared to the crystal structure, which in turn was approximated by the prolate ellipsoid of revolution with semiaxes of 23.0 and 15.2 Å and an equivalent (dry) sphere of 17.5 Å (see above) plus a hydration layer \( S_h \) of variable thickness. Calculation of \( R_{\text{h,trans}} \) and \( R_{\text{h,rot}} \) for this ellipsoid of revolution (Supporting Information section 7) reveals that the experimentally determined hydrodynamic radii correspond to a hydration shell of about 1.1 Å.107 It has been shown that the hydration layer affects the charge distribution of the protein.137 In fact, such complex electrostatic effects might also play a role in the concentration dependence of GABARAP hydrodynamics discussed above. The hydration factor \( \rho_{\text{global}} \) is approximately proportional to the total effective volume \( \sim R_h^3 \) and the effective hydration layer contributes about 50% to the total effective volume of a protein like GABARAP, the effective relative hydration, \( h_{\text{rot}} \), can be estimated quite accurately if the molecular shape is known. These results support the findings of Bellissent-Funél et al.133 that the interactions between soluble proteins and surrounding water molecules are an essential determinant for the structure, stability, flexibility,142 and dynamics of proteins.

5.3. Internal Dynamics. Correlation of Backbone and Side-Chain Order Parameters. The backbone order parameters \( S^2 \) from NMR spectroscopy and MD simulations primarily reveal internal motions in loop regions and at the termini, whereas the regular secondary structure elements of GABARAP show high rigidity (Figure 5). The fluorescence determined order parameters, which are sensitive to side-chain dynamics, are generally lower compared to the backbone amide order parameters obtained from \( ^{13} \text{N} \) NMR spin relaxation, especially in the N-terminal helical subdomain. This is confirmed by MD simulations for the backbone order parameters \( S^2 \), which are also generally lower than the corresponding backbone \( S^2 \) (Figure S7). Interestingly, backbone and side-chain order parameters are generally not correlated. While we observe highly correlated backbone and side-chain dynamics in the C-terminus, the N-terminal region shows low backbone mobility but high side-chain mobility (Figures 2 and S7).

The trends of the average side-chain \( S^2 \) from MD and 1H-15N NMR fluorescence (Figure 5) agree remarkably well, with the notable exception of I41. While the NMR- and MD-derived backbone order parameters of I41 located in the loop region connecting strands \( \beta_1 \) and \( \beta_2 \) of GABARAP are the lowest outside of the terminal regions, which suggests very high flexibility of this loop region, the MD trajectories revealed that the low \( S^2 \) of I41 mainly arises from a flip of the side chain between two distinct states (Figure 9). Fluorescence spectroscopy reports a high flexibility of the I41-CBF side chain, whereas the side chain of I41 is rigidly embedded inside a hydrophobic pocket of GABARAP in the MD trajectories. In this particular case, dye attachment to the protein results in a dramatic increase in the fluorescence anisotropy, which is consistent with the rigidity of the side chain. The decrease in \( S^2 \) values for the C-terminal loop region, which is also observed in the fluorescence data, suggests that the side chains in this region are more flexible due to the high hydration levels.
cysteine at position 41 appears to sterically disrupt the native hydrophobic side-chain packing. Because cysteine also has little affinity for hydrophobic interactions, the order parameter probed by the fluorescence chromophore at position 41 is dominated by backbone motions.

**Comparison of Internal Correlation Times.** Although the order parameters obtained from NMR, fluorescence, and MD are highly consistent with each other, the fitted internal correlation times $\rho_{\text{fast}}$ and $\rho_{\text{slow}}$ while covering similar time scales in the range of tens or hundreds of picoseconds and low nanoseconds, respectively, probe slightly different molecular processes. Comparison of the side-chain values for $\rho_{\text{slow}}$ and $\rho_{\text{fast}}$ obtained by fluorescence (Table 1) and MD (Table 2) reveals that the ratios $\rho_{\text{fast}}^{(c)} / \rho_{\text{slow}}^{(c)}$ and $\rho_{\text{fast}}^{(c)} / \rho_{\text{fast}}^{(c)}$ are quite similar for the same side chain, ranging from $\approx 2$ for K13 to $\approx 9$ for F62 and $\approx 13$ for I41. The agreement between the correlation times from MD and fluorescence is generally better for the flexible N-terminal side chains than for the more rigid side chains of I41 and F62, for which MD predicts motions of smaller amplitude than probed by fluorescence spectroscopy for the dyes attached to these residues. Both MD and NMR predict correlation times below 100 ps for the fast backbone motions of the residues listed in Tables 2 and 3 and thus produce very similar results here. However, the same does not apply for $\rho_{\text{slow}}$ with the ratio $\rho_{\text{slow}}^{(NMR)} / \rho_{\text{slow}}^{(MD)}$ ranging from $\approx 2$ for K13 to $\approx 17$ for Y115. And unlike to the side chains, we are not able to identify a dependency of that ratio on the $S^2$ order parameter. For instance, for Y115 this ratio is 16.5 while it drops to 4.3 for G116 even though their $S^2$ values are quite similar. It should be noted that in the case of NMR spectroscopy the global rotational correlation time, $\rho_{\text{global}}$, is extracted from a global analysis of the relaxation rates for all residues together, whereas the residue-specific internal correlation times, $\rho_{\text{fast}}$ and $\rho_{\text{slow}}$, can generally be obtained from the fit only with somewhat lower precision. MD simulations, however, rely on protein force fields that are known to have difficulties to correctly reproduce the time scales of molecular processes as they were not parameterized for this purpose. Fluorescence spectroscopy probes internal correlation times of a dye attached to cysteine side chains, not a native side chain. Substitution by cysteine may also disrupt the native side-chain packing and perturb the backbone, which is sensed by $\rho_{\text{slow}}$, which explains why the correlation times from fluorescence and MD agree better for solvent-exposed, flexible side chains than for the less flexible ones.

**Selection of Labeling Sites for Fluorescent Dyes.** In section 4.2 we concluded that the dye motion can be approximated by the wobbling-in-cone model, which has several practical implications for fluorescence spectroscopic applications. Our integrated order analysis allowed us to interpret fluorescence anisotropy measurements with respect to protein backbone and side-chain flexibility for monitoring the rigidity of its secondary and tertiary structure. Because the average side-chain $S^2$ order parameters from MD agree very well with the chromophore $S^2$ order parameters from fluorescence (Figure 5), they are a very helpful tool for selecting informative amino-acid residues for fluorescence labeling while minimizing disturbances by the amino-acid mutation and the label. In particular, our study demonstrates that MD side-chain order parameters color-coded onto the tertiary structure (Figure S8A–C) and/or correlated with the solvent-accessible surface area (Figure SSD) provide a straightforward way to identify the select few side chains such as F62 that are both surface-exposed (SASA > 50%) and thus unlikely to cause any disruption of the native packing upon dye attachment as well as sufficiently rigid ($S^2 > 0.6$) to efficiently sample global rotational diffusion of the protein, and hence constitute prime labeling candidates for sensitive and accurate measurement of $\rho_{\text{global}}$ by fluorescence spectroscopy.

In a second application, this methodology has the potential for being also very useful for a accurate interpretation of Förster resonance energy transfer (FRET) measurements, which can only report on distances between dyes. Therefore, integrative structural modeling combining molecular simulations with FRET data is essential for achieving FRET-based atomistic structural models. Thus, the choice of an appropriate dye model to describe its spatial population density is essential for the accurate analysis of high-precision FRET measurements. In this context, the presented characterization of the dye labeling sites via order parameters represents a rational tool for choosing an appropriate dye model.

**Biological Relevance.** The C-terminus is highly mobile on the picosecond to nanosecond time scale, indicated by low backbone and side-chain order parameters, which is contrary to the presence of a salt bridge between M1 and L117 connecting the N- and the C-terminus in the GABARAP structure 1GNU. Therefore, this salt bridge is most likely transiently formed allowing an open and closed state of the N- and C-terminus, which was also observed in the GABARAP homologue GATE-16. This assumption is supported by our MD simulations of GABARAP-I, which revealed that the salt bridge between the terminal charges NH$_3^+$ and COO$^-$ at M1 and G116, respectively, can form and break.

The C-terminal flexibility is conserved among GABARAP homologues and likely to be a prerequisite for enzyme processing required for lipidation and subsequent membrane anchoring. GABARAP and its homologues are C-terminally processed by proteases of the Atg4 family cleaving L117 in order to expose the C-terminal G116. The heteronuclear NOE values of GABARAP-I G116C reveal similar results compared to the wild-type GABARAP concluding that the mobility of the C-terminus on the pico- to nanosecond time scale remains unaffected by Atg4B cleavage of L117. This is contrary to Atg8, the yeast homologue of GABARAP, which reveals higher rigidity upon exposure of the C-terminal glycine. GABARAP and Atg8 share a strong structural similarity except of the N-terminus, which is unstructured in Atg8. Thus, the C-terminal dynamics might be affected by the N-terminus as they tend to interact with each other via a salt bridge. However, the propensity for this salt bridge may be reduced in Atg8 due to the positive charge of the C-terminal arginine residue and increases after cleavage of this residue, rigidifying the C-terminus.

Contrary to the correlated backbone (NMR) and side-chain (fluorescence) dynamics observed for the C-terminus, anti-correlated behavior is revealed in the N-terminal region showing low backbone flexibility but high side-chain flexibility. The N-terminal side-chain motion is likely to be relevant for ligand binding, since GABARAP is known to interact with tubulin and microtubules via its N-terminus. Moreover, the N-terminal dynamics may also play a role for self-association of GABARAP, because crystallization under high-salt conditions resulted in an alternate conformation in which the N-terminal region is associated with the hydrophobic binding pockets of a neighboring molecule.

**5.4. Protein Mechanics: Detection of Potential Sites for Hinge Motions.** Structural plasticity and conformational transitions are essential for a multifunctional protein like GABARAP to interact with a multitude of different binding...
partners. Hinge motions of relatively rigid subdomains about flexible joints can result in large relative rotations, for example, by 154° in calmodulin. Such hinges often involve only a small number of flexible residues because even a single backbone torsion angle can potentially provide the required rotational freedom. Therefore, we inspected our set of backbone and side-chain order parameters from MD simulations whether they can be used to characterize protein mechanics and identify potential hinges. For that we computed the average and standard deviation for the backbone amide groups \( \langle S_{NH} \rangle = 0.87 \pm 0.05 \) excluding the highly mobile residues K2, 141, and G116. For the identification of mobile segments, we found the backbone order parameter minus one standard deviation (i.e., \( \langle S_{NH} \rangle < 0.82 \)) as a suitable threshold criterion, revealing four mobile segments in GABARAP around residues K24, D27, R28, V51, E97, and F104 (Figure S7), all of which contribute to the interface between helix \( \alpha_1 \) in the NHD and the central \( \beta \)-sheet in the ULD (Figure 5C). The backbone dihedral angle mobility of the short loop before residues D27 and R28, which connects helix \( \alpha_1 \) and strand \( \beta_1 \), and acts as a hinge for the hydrophobic ligand binding pocket between the NHD and the ULD, is also detected in dihedral angle principal component analysis applied to the MD trajectories (Figure S10). Although the NHD is connected to the ULD via several long-range interactions, most of the side chains surrounding the hinge itself show only intermediate rigidity (Figure S8B). Plasticity of the hinge between the NHD and ULD is functionally important for GABARAP to be able to accommodate a variety of different ligands in this hydrophobic binding pocket. P26 in this hinge was also found to be an important determinant of the conformational mobility of the NHD in yeast Gtp8. Moreover, additional NHD motions (helix \( \alpha_i \)) were suggested to occur for tubulin binding.

Unfortunately, the NMR-derived backbone order parameters in the hinge region of the residues 27 and 28 are inconclusive because no relaxation data are available for R28 due to resonance overlap. However, preliminary single-molecule FRET measurements between the NHD and ULD suggest that this hinge acts indeed as a pivot for a large-scale conformational change on the microsecond time scale (to be published). We therefore propose such a detailed MD-based order parameter analysis as a more general tool to identify short, up to three residue-long loops that might be primed to act as hinges for functionally relevant conformational changes, even if these changes are too slow to be sampled during the length of the MD trajectory. In addition, one can use this experimental information to improve sampling of the motions in the potential hinge region by employing an enhanced MD simulation technique.

### 6. CONCLUSION AND OUTLOOK

In this work we presented an integrated approach using NMR, fluorescence, and MD to study protein dynamics on the picosecond to nanosecond time scale. The combination of these three methodologies proved to be tremendously beneficial, because each methodology entails unique strengths and shortcomings: NMR spectroscopy provides insight at atomic resolution on a per residue basis yet requiring highly concentrated and pure protein samples, whereas fluorescence spectroscopy involves residual mutations and dye attachments but will be the method of choice to study protein dynamics and interactions in complex systems, crowded environments, or the cell. While NMR and fluorescence spectroscopy provide information on the amplitude of the dynamics, MD simulations provide movies of protein motions at atomic resolution, enabling insight into protein mechanics and a critical evaluation of experimental data. However, current MD simulations of proteins in explicit solvent are generally limited to a few microseconds, restricting the processes that can be studied by MD to this time scale. Yet the complementarity and synergy of these three techniques allow a remarkably detailed analysis of the mechanics and hydrodynamics of proteins as demonstrated in this work for GABARAP. To this end, we developed a strategy to compare the different methods by means of the global correlation time and fast local protein dynamics. In particular, our work revealed that MD is a relevant tool to determine which solvent accessible amino acids serve best as probes for fluorescence anisotropy experiments. Thereby, the number of cysteine variants can be minimized and possible errors due to mutation are reduced. Additionally, we showed that pFCS is a well-suited technique in order to complement the results obtained by time-resolved anisotropy due to its sensitivity for slower processes.

Intriguingly, the quantification of the picosecond to nanosecond conformational dynamics already revealed several implications for self-association of GABARAP and its internal mechanics on slower time scales. Moreover, the common theoretical framework presented here as well as the cross-validation of the three techniques employed lay the foundation for studying the dynamics of GABARAP in more complex environments and on longer time scales. This will be possible by applying the here established approach integrating NMR, fluorescence spectroscopy, and MD simulations to study protein dynamics on multiple time scales ranging from nano- to milliseconds. Using enhanced simulation techniques in combination with high-performance computing, the exploration of protein dynamics on the sub-millisecond time scale is in principle possible. Moreover, it is attractive to combine these techniques with imaging to study molecular systems in more complex environments such as cells. For example, fluorescence anisotropy imaging microscopy (FAIM) has been used as a powerful tool to study molecular proximity and interactions in complex systems, such as hydrogels by analyzing rotational diffusion with ultimate single-molecule sensitivity. Confocal multiparameter fluorescence image spectroscopy allows one to simultaneously study rotational and translational diffusion so that molecular confinement can also be resolved. Our aim is to extend our studies of the dynamics of GABARAP from in vitro to live cells in order to elucidate its contribution to the autophagic machinery. For all three methods pioneering work has demonstrated that they are also applicable in cells, extending molecular biology to cell biology, or mimicking cellular conditions in the case of MD simulations.
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